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Abstract. More and more countries are using register data to replace traditional Censuses. Moreover, official statistics as well as research are increasingly based on register data or combinations of survey and register data. Register-based statistics offer wonderful new opportunities. At the same time, they require a new approach to how data are processed and managed. In this article, we present the System of social statistical datasets (SSD), a system of interlinked and standardized registers and surveys. All production processes within Statistics Netherlands that pertain to social or spatial statistics converge in the SSD, which thus constitutes a shared output-oriented system. The SSD contains a wealth of information on persons, households, jobs, benefits, pensions, education, hospitalizations, crime reports, dwellings, vehicles and more. In the Netherlands it is the most important source for official social statistics and, because the data are available on request by means of remote access, also very popular in the social sciences. This article describes the contents of the SSD as well as the underlying process and organization, and demonstrates its possibilities.
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1. Introduction

Administrative data are quickly becoming increasingly popular in the production of official statistics as well as in social research. A number of developments have contributed to this mushrooming growth.

Until the early 1990s, the usual instrument for collecting statistical data on persons, households and businesses was the sample survey. However, the steady rise in non-response rates in household surveys in that decade raised serious doubts about the quality of the survey outcomes \cite{7,10,14,39,40}. This furthered the use of administrative registers to correct for non-response bias, or to replace sample survey data altogether.

Added to this, political pressure and budget cuts have forced statistical offices to reduce the number of (sample) surveys in order to lower the reporting burden and work more efficiently. Besides being an efficient way for statistical offices to collect a lot of valuable information, the use of administrative registers substantially lowers the reporting burden for companies, institutions and households.

Developments in information technology have led to a growing number of digital administrative registers with relevant information. Moreover, more and more countries have introduced a personal identification number for administrative purposes. As digital registers containing personal identification numbers can be linked fairly straightforwardly, users are...
quickly becoming increasingly aware of the new possibilities offered by administrative data. In addition, users’ needs have changed rapidly in recent decades: today they want relevant and authoritative statistical information, providing insight into the complex relationships between different aspects of social and economic life. This information should contain enough detail to specify the situation of small groups in society and to enable estimation of phenomena with a low incidence. Lastly, the information should be provided regularly so that important developments can be monitored. By using administrative registers, large numbers of records can be obtained at one go: for example the population register, social security and tax data. Therefore, studies of regional phenomena and small sub-groups as well as longitudinal studies and small domain statistics are possible without placing an additional burden on respondents and encountering problems associated with panel attrition. Moreover, registers provide accurate measurements of some phenomena that are difficult to measure with questionnaires because of social desirability issues, like criminal behaviour.

Evidently, adequate legislation is a key precondition for the use of administrative data sources for statistical purposes. Thus, the use of administrative data by Statistics Netherlands (SN) would not have been possible without adjustments in existing legislation as well as the development of new legislation. Current legislation on the one hand authorizes Statistics Netherlands to use administrative data from all government institutions. On the other hand it obliges SN to take adequate technical and organizational measures aimed at data security and privacy protection.

In 1996, SN carried out a first feasibility study to examine the possibilities offered by joining administrative data and survey data. Data from the population register and the administration of employee insurance schemes were processed and subsequently linked to data from the Labour Force Survey. The emphasis of the study was on elementary issues, particularly the quality of the matching process, which is obviously a critical success factor. The results were promising and marked the beginning of the development of the System of social statistical datasets (SSD). Since then, the SSD has expanded enormously. A major milestone was the 2001 Census which was based on the SSD [32]. The 2001 Census cost approximately 3 million euros, next to nothing given the costs of a traditional Census: an estimated 300 million euros [31]. Nowadays, the term SSD primarily refers to a system of linked statistical registers and surveys which cover a broad range of demographic and socio-economic subjects: from labour force participation to social security, from health care to crime, from housing to migration. The content of the SSD is inextricably bound up with an elaborate support system consisting of an organization, processes, metadata, software tools, standardization and coordination principles, procedures and privacy protection measures. This system has been developed to ensure the efficient and secure use of the data in the SSD as well as to control, as much as possible, several quality aspects of the derived output.

This article aims to provide valuable information for developing register-based statistics, founded on almost twenty years of experience in the Netherlands. Furthermore, it can provide insight into the content and processes of the SSD for external users. The core elements are:

1. That data are centrally stored in a standardized way.
2. The different unit types (persons, buildings, households, companies) can be easily linked because of assigned linkage keys.
3. Coordination is crucial to obtain consistent outcomes. Coordination comprises organizational, technical, and content related aspects.

The development of Dutch register-based statistics did not begin from scratch. The fundamentals were already available from the Nordic countries and the United States. The Nordic countries started using data from registers very early on [36,44]. Denmark was the first country to fully base a census on administrative register data. Today, Norway, Finland and Sweden use large numbers of administrative registers for their Censuses. The United States were already using administrative data for their business statistics in the 1980s.

During the development of the SSD a lot of methodological, logistical and practical problems were solved. However, a few important ones still remain. In the discussion, we will give attention to these remaining problems, in particular challenges pertaining to methodology and to integral quality management.

2. The SSD

2.1. A brief overview

The transition from traditional survey-based to register-based social statistics has gone hand in hand with an enhanced necessity to combine and integrate data sources. The primary reason for combining sources is
that registers – unlike sample surveys – usually cover a limited number of variables [4]. Thus, a single administrative source will rarely suffice to attain the aspired scope and depth of statistics. Consequently, organizational units within SN need to share their statistical registers. This is the main purpose of the SSD.

Figure 1 gives a broad overview of the process underlying the SSD. The core of the SSD is a central data library, maintained and operated by SN’s Division of Socioeconomic and Spatial Statistics. The various organizational units of the division are responsible for statistics pertaining to specific themes, e.g. employment, social security, demography, and manage processes in which register data are collected, edited and imputed. As administrative register data are not collected for statistical purposes, these processes are usually quite extensive [5,11,51,53]; extensive processing is required to achieve acceptable quality. Register processing is beyond the scope of the SSD and will therefore not be elaborated upon here, except for the part concerned with consistency for census purposes. This is part of the content-related coordination.

Register processing is followed by the assignment of standardized linkage keys which enable different statistical registers to be combined efficiently and are therefore central in the production of register-based statistics e.g. [36,44,51]. The resulting statistical registers are standardized and then stored in the central data library of the SSD. The corresponding metadata are stored in a central metadata repository. Storing statistical registers in a standardized form in a central library makes it easier for organizational units to share. Organizational units enrich their own statistical registers by joining with statistical registers supplied by others, which enables the realization of statistical output with the required scope and depth. In addition, external scientists are given the opportunity to access and join the statistical registers stored in the SSD for their research purposes. In the remainder of this paper, we shall discuss in more detail each of the processes and elements outlined above.

2.2. Assignment of linkage keys to statistical registers

The central statistical unit types are persons, households, buildings, and organizations (companies and non-profit organizations). In order to link the relevant information on these unit types, all units are identified and assigned a linkage key.

Most administrative registers put at Statistics Netherlands’ disposal contain unique personal identifiers, the citizen service (CS) numbers, previously called the social security and fiscal number (SoFi number) [3,33]. Various registers contain other personal identifiers such as date of birth, name and address, without [13] or alongside [3] the citizen services numbers. Although these personal identifiers can be used to link and join different registers, for more efficient register combination as well as for privacy protection, the personal identifiers are replaced by the PIN (person identification number) and AIN (address identification number) linkage keys. Both are anonymous keys which preclude direct identification of persons. The Dutch population register (PR) plays a central role in the assignment of these keys. The PR contains personal identifiers and demographic information for every registered inhabitant of the Netherlands [28]. The cumulative PR data from 1995 onwards are used by SN to maintain a so-called central linkage file of persons (CLFP). In the CLFP, persons are assigned a PIN and addresses an AIN. All registers with data on persons
are linked to the CLFP on the basis of the original personal identifiers. In the case of a link, the PIN and AIN are taken from the CLFP [3,33]. At the same time, the original personal identifiers, except for month and year of birth, are removed from the register.

Obviously, errors in registered personal identifiers as well as duplicate keys may result in missed links as well as erroneous links which in turn may cause bias in derived statistics e.g. [4,22,26,29,53]. Therefore, SN has developed and implemented a method which attempts to maximize linking rates while at the same time minimizing erroneous links [3]. When available, the CS number is used to link files to the CLFP. This number is of high quality in most sources, and results in a linking rate of almost 100 percent [33]. Records without a CS number are linked on the basis of other personal identifiers such as date of birth, sex and address [3,13,24]. In the first step of this process, records are linked if the values of all the personal identifiers are identical. The remaining, unlinked, records are subjected to a second step in which some differences are allowed. The method to assign linkage keys is deterministic. However, because in the second step some differences are allowed in the linkage variables, the deterministic method leads to results that are similar to probabilistic linkage. This prevents the application of computer time intensive probabilistic methods [3]. The resulting linking rate varies depending on the quality of the identifiers. For instance, 87.6 percent of the hospital discharge register records could be uniquely linked [13] while the linkage rate for the Labor Force Survey was nearly 100 percent [33].

Clearly, the household is another important statistical unit in the context of socioeconomic statistics. However, in most European countries it does not exist as such in the available administrative registers e.g. [52,54]. The Netherlands is no exception, the households – and corresponding household identification numbers (HIN) – are therefore established on the basis of information from various registers on family relationships, co-residence and fiscal relationships [46]. The majority of households can be deterministically identified on the basis of information on address and family ties. These are mainly traditional households such as single-person households and families living at the same address. Some of the more challenging households, e.g. unmarried couples, are deterministically identified on the basis of fiscal information. The remaining households are stochastically imputed on the basis of household information collected in the Labour Force Survey (LFS [19]).

A fourth and last important linkage key is the organization identification number (OIN). Various administrative registers contain information about companies or non-profit organizations, the most prominent example being the administrative register on jobs which contains the tax number of the company providing the job. The tax number is replaced by the OIN by linking with the business register which can be regarded as the economic counterpart of the CLFP. The OIN enables the compilation of social statistics which include attributes of companies, such as industrial classification (NACE code) and size class (SC code). Moreover, it enables integration of social and economic statistics [15,47].

2.3. Standardization

SN strives to apply a common architectural framework when designing and redesigning production processes [41]. This framework serves as a guide, thus leaving room for organizational units to tailor their production systems to the specific challenges they face. Consequently, register processing, which precedes the SSD (Fig. 1), is characterized by a low degree of standardization. However, all production systems converge in the SSD, which can be seen as a common system aimed at data sharing and output production. Efficient data sharing requires a high degree of standardization which therefore plays a prominent role in the SSD. A mix of autonomy and integration of production processes also seems to have been fruitful in other national statistical institutions (NSIs) [27,34]. At this stage of the SSD, standardization is mainly related to the format and name of a statistical register and its corresponding, obligatory, metadata files and the data type of linkage keys. The standardization of a statistical register and its accompanying metadata files is checked by a tailor-made software tool to preclude the storing of faultily standardized data in the SSD.

2.4. The central data library of the SSD

The central data library of the SSD constitutes the heart of the SSD as it contains the actual data used by internal as well as external researchers to generate output. The main idea underlying the central data library is efficient data sharing, as well as the coordination thereof. Therefore, we elaborate on some of its key principles below.
Table 1
Some important variables by object type

<table>
<thead>
<tr>
<th>Object type</th>
<th>Statistical variables</th>
<th>Linkage keys</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>Reference period, nationality, country of birth, year and month of birth, gender,</td>
<td>PIN</td>
</tr>
<tr>
<td></td>
<td>marital status, position in household, partner (no partner, cohabitation, marriage),</td>
<td>HIN</td>
</tr>
<tr>
<td></td>
<td>educational attainment (Standard Classification of Education), personal income,</td>
<td>AIN</td>
</tr>
<tr>
<td></td>
<td>cause of death, crime reports</td>
<td>PIN father</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIN mother</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIN partner</td>
</tr>
<tr>
<td>Household</td>
<td>Reference period, household type, household composition, number of children in house-</td>
<td>HIN</td>
</tr>
<tr>
<td></td>
<td>hold, household disposable income, household capital</td>
<td></td>
</tr>
<tr>
<td>Building</td>
<td>Taxation value, rented or owner-occupied home, type of home, energy label, regional</td>
<td>AIN</td>
</tr>
<tr>
<td></td>
<td>classifications, geographic coordinates</td>
<td></td>
</tr>
<tr>
<td>Activity: having a job</td>
<td>Reference period, wages, hours worked, temporary or permanent labor contract,</td>
<td>PIN</td>
</tr>
<tr>
<td></td>
<td>employee type, collective labour agreement, company car, discharge reason</td>
<td>OIN</td>
</tr>
<tr>
<td>Activity: being self-employed</td>
<td>Reference period, operating profit, industrial classification (NACE)</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: being enrolled in education</td>
<td>Reference period, Standard Classification of Education, year/stage of education</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: receiving social security benefit</td>
<td>Reference period, type of benefit (income support, unemployment, disablement, survival, benefits from abroad, other), amount received</td>
<td>OIN</td>
</tr>
<tr>
<td>Activity: receiving pension</td>
<td>Reference period, type of pension (state or employer pension), amount received</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: registered at employment agency</td>
<td>Reference period, desired working hours</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: registered as medical practitioner</td>
<td>Reference period, medical profession</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: receiving scholarship</td>
<td>Reference period, amount received</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: hospitalizations</td>
<td>Reference period, number of hospitalizations, number of days in hospital</td>
<td>PIN</td>
</tr>
<tr>
<td>Activity: owning a vehicle</td>
<td>Reference period, technical specifications of vehicle</td>
<td>PIN</td>
</tr>
<tr>
<td>Organization</td>
<td>Reference period, Industrial classification (NACE), size class (SC code)</td>
<td>OIN</td>
</tr>
</tbody>
</table>

2.4.1. Central data library of the SSD: Contents

More than fifty administrative registers underlie the current SSD. Enumerating these registers as well as the contents of the derived statistical registers would provide little insight into the SSD as a register system. Instead, the contents of the central data library of the SSD are explained here by means of a conceptual model (Fig. 2) and a brief overview of the contents (Table 1). In Fig. 2, object types (statistical units) are represented by rectangles and relations between object types by connecting lines. In the SSD, a relation between object types is represented by one of the common linkage keys. For instance, the line to and from the object type “person” represents relations between persons. Persons may be related by being partners (1:1 relation, linkage key PIN) or relatives (1:n relation, linkage key PIN). Similarly, the line between person and building represents the registration of persons at specific dwellings (linkage key AIN). Following Wallgren and Wallgren [51], an object type “activity” is included, where activity should be interpreted very broadly. Examples of activities are “having a job”, “being enrolled in an educational program”, “receiving a social security benefit”. Most activities are related to persons as well as to organizations. A job is obviously related to both the employer and the employee. Similarly, educational enrollment is related to the student as well as to the education institution. Table 1 gives some important variables by object type. This list is not exhaustive.

2.4.2. Central data library of the SSD: Coordination

The need to share data is a major change from traditional survey-based statistics production, which was much more autonomous [41]. Data sharing requires statistical registers to be carefully organized so that they can function as a register system, and therefore coordination is essential [27,44,51]. Lack of coordination may result in various undesirable phenomena, such as identical variables stored under different names, different variables or statistical registers stored under the same name, statistical registers stored in different file formats, linkage keys stored in different data formats, metadata stored in different forms and file formats, etc. Indeed, it is easy to envisage the evolution of an unmanageable collection of data and metadata in the ab-

Fig. 2. Conceptual model of the SSD register system. (Rectangles: object types; lines: relations between object types; PIN: person identification number; HIN: household identification number; AIN: address identification number; OIN: organization identification number; the indication x:y denotes the type of relation).

Fig. 3. Standards for SSD's metadata repository. (Rectangles: object types; lines: relations between object types; Metadata: the data formats of the metadata; Version: the version of the metadata; Notes: remarks on the metadata).

Data sharing among organizational units entails increased interdependency as well as the potential for unwanted output overlap. Therefore, being able to monitor the production schedules of other units is of paramount importance. In short, coordination is essential to simplify the combined use of data, to increase consistency between statistical registers, avoid duplicated work, ensure the appropriate application and interpretation of data, and for planning and control. Four types of coordination are distinguished: organizational, technical, content-related and output-related. These will be examined consecutively below.

Organizational coordination

SN’s Division of Socioeconomic and Spatial Statistics consists of a number of organizational units. Each unit is responsible for the production of statistical output pertaining to a specific domain, e.g. employment, social security, demography. These units carry out register processing and store the resulting statistical registers in the central data library of the SSD. They are the formal owners of these registers, which means they are accountable for the timely processing as well as the quality of the registers. Several supporting tasks are performed by two central organizational units: one is responsible for assigning linkage keys to statistical registers. To that end, it maintains the CLFP and develops and applies matching algorithms. The other central organizational unit carries out a broad range of activities aimed at the integrity of the SSD and the efficient use of its contents. For instance, it performs micro-integration of different statistical registers, develops and maintains software tools and provides courses on the principles of the SSD. Lastly, two consultation bodies are worth mentioning. First, representatives of all organizational units participate in a consultative body which aims to coordinate the contents and technical aspects of the SSD. Second, a steering committee oversees current and future aspects of the SSD and takes action in the case of conflicts of interest.

Technical coordination

Standardization is the most prominent aspect of technical coordination within the SSD. File formats, data formats of linkage keys, naming conventions, metadata, IT infrastructure and planning tools are all standardized. Technical coordination also aims to prevent redundancy (the same variable in different statistical registers) and ambiguity (same variable under different names). In addition, a key feature of the SSD is an unambiguous link between data and metadata (Fig. 3). Meta-information and its structure is important for the proper processing and understanding of statistical data e.g. [17,44]. The transition to register-based statistics has broadened the demands on metadata as it entails a stronger dependence on external factors such as legislation underlying the administrative registers, variable definitions and data collection methods employed by the register keeper [11,36,51]. The metadata of the SSD are stored in a central metadata repository. Statistical registers are connected one-to-one with their corresponding metadata files, on the basis of the register name. Similarly, variables are related to their metadata on the basis of the variable name.

Content-related coordination

Several processes are directed at the coordination of content. Firstly, when either new statistical registers or modifications of existing registers are developed, the specifications are sent to all organizational units to enable stakeholders to contribute comments that represent their interests. Secondly, a central production schedule is kept within the SSD framework. Organizational units make their own timetables using a standardized planning tool. These timetables are automatically incorporated into a central schedule which can be consulted by all the units. Thirdly, if a historical register is updated frequently in order to produce timely statistics, coordinated versions are identified which are to be used for all statistics with less strict timelines. For instance, the demographic register, which is de-
Fig. 3. Relation between data and corresponding metadata on the basis of register names and variable names.

The measurement errors are corrected by a set of edit rules, starting with the conceptual definition of the statistical variable. As measurement may vary between different sources, in the first set of rules, the measured variables are transposed into the statistical ones. This first step is called harmonization. Once harmonization has reduced inconsistencies in the data, the remaining inconsistencies are resolved by choosing the best source for each variable. To choose the best source it is important to know the quality of the variables in the different sources. The quality of a variable in a source can be strong in terms of one aspect, but weak in terms of another. For example, the yearly wages in source A can be of very good quality for government employees, but of fairly poor quality for employees in other economic sectors. If source B is fairly good for all employees, the yearly wages of government employees are derived from source A and those of other employees from source B. If the quality details of the sources is unknown, sometimes the new variable is derived from two or more sources by taking the mean. It is also possible to formulate a decision rule in which the data are required to fulfil a logical relationship. It then depends on the quality of the variables which one is adjusted.

Representation errors originate from differences between the target population of the administrative register and the statistical target population: population elements may be missing in the administrative register, or elements not belonging to the population may still be included in the register, you may have missed links and therefore population elements may be missed, as a result of mislinks elements may be included in the register that do not belong to the population. These er-
ror sources could lead to either undercoverage or over-
coverage of the population.

Overcoverage can be corrected by deleting elements that do not belong to the target population. To do this, these elements have to be identified. Undercoverage is more difficult to correct. One way is to combine all kind of incomplete sources, to create a complete list of population elements of the target population. But if population elements are missing in all the combined sources, they will also be missing from the combined file and undercoverage will still occur. Another way to correct for undercoverage is to link administrative register data with survey data that cover the total population. Assuming that the register data cover their part of the population entirely and could be assigned a weight of one, the rest of the population is covered by the weighted records of the survey that could not be linked [24]. It is also possible to assign weights to the records in the combined file or to impute records, if the total population size can be estimated, e.g. with capture-recapture methods. This method is used, for instance, for the Integrated Census in Israel [21].

Output-related coordination

Generation of statistical output requires coordination to avoid duplicated work and inappropriate use of data. If a local organizational unit combines statistical registers for output purposes, it will use its own data as well as data delivered by other units. Subject specialists of those other units should be able to review the input and output specifications so as to ensure that data are used and interpreted appropriately and to check that similar statistical output is not being constructed by other units.

2.4.3. Central data library of the SSD: Privacy protection

In the 1970s there was a growing concern in the Netherlands about the protection of privacy [1, 2]. Although the 1971 General Population and Housing Census prompted public debate on the subject [48], this had only a slight effect on the response to that census: the final non-response rate amounted to 0.2 percent. However, the fast growing concern caused a postponement of the 1981 Census – as the non-response rate was expected to rise to as much as 26 percent – and ultimately led to the decision to abandon the traditional Censuses altogether in later decades. The public debate itself started a process of legislation on the subject of protection of privacy. Today the protection of privacy is well-regulated in the Netherlands.

The legal basis of Statistics Netherlands (SN), the Statistics Netherlands Act [37] stipulates that SN must use administrative data from government institutions wherever possible, and grants them authorization to do so. In addition, it authorizes SN to use the Citizen Service (CS) number. Several articles of this official Act are aimed at data security and privacy protection. First of all, the data received by SN may be used solely for statistical purposes. Secondly, SN must put in place technical and organizational provisions against loss or interference with these data, and against unauthorized data access, data alterations and data dissemination. Thirdly, adequate measures must be taken to ensure that publication precludes disclosure of individual data. Lastly, data received by SN may not be passed on to other persons than those charged with carrying out the responsibilities of SN. As an exception to the latter rule, SN is allowed to release micro data to other institutions for the purpose of statistical or scientific research [23]. The law defines which institutions are considered to perform statistical or scientific research, but other organizations and institutions may apply for authorization; the Central Commission for Statistics, the independent supervisory body of SN, must agree with the application and authorize SN to release micro data to the applicant concerned.

In addition to the Statistics Netherlands Act, SN is required to comply with general legislation on privacy protection. In 1988, the Act on Personal Data Registrations (WPR) was adopted as the first legislation regulating the maintenance and use of registers containing personal data. In 2001 the WPR was replaced by the Netherlands Data Protection Act (WBP), the enforcement of which is supervised by the so-called Data Protection Authority (DPA). The WBP states that personal data shall not be processed in a way that is incompatible with the original purpose of the data collection. However, an exception is made for further processing of personal data for historical, statistical or scientific purposes. It is this exception that allows SN to process administrative data as well as to pass on statistical registers, under strict conditions, to other institutions. Furthermore, the WBP states that personal data shall not be retained for a longer period of time than necessary for the realization of the purposes for which the data have been collected. Again, an exception is made for historical, statistical or scientific purposes. Obviously, the afore-mentioned exceptions apply under the explicit condition that adequate measures are taken to safeguard privacy and prevent the use of personal data for other than the stated purposes. Lastly, all process-
ing of personal data must be reported either to the DPA or to a data protection officer appointed within the organization that processes the data. Within SN, such a data protection officer has been appointed to supervise the application of, and compliance with, legislation on privacy protection.

To achieve a sufficient level of data security, measures are taken on the following points:

- As explained previously, personal identifiers are removed from the statistical data and replaced by the common PIN and AIN linkage keys. Although this primarily allows straightforward combination of statistical registers on persons, it additionally constitutes a major privacy protection measure as the linkage keys are anonymous and therefore preclude direct identification.

- The second measure is the restriction of access rights to the central data library. Only staff members who need data from the SSD in order to execute their task are given access to the part of the network on which the SSD is stored. Moreover, access is limited to the required data. As such, access to the data library does not automatically mean access to all data. Finally, those who have access to the SSD do not simultaneously have access to other parts of the network.

- The third measure entails a limitation of e-mail facilities, which minimizes the probability that unsecured data leave SN. The staff who have access to the data library do not have the right to send e-mails with attachments.

- People entering the office buildings of SN are subjected to strict checks. Each staff member has an identity card enabling him or her to enter the building. Visitors have to check in at reception and identify themselves with an official document and must be accompanied by a staff member at all times.

2.4.4. Combining statistical registers and output production

Because statistical registers stored in the SSD are standardized and provided with common linkage keys, combining registers for output purposes is a fairly straightforward procedure. For example, persons can be linked to their households, to the job they are in, and to the dwelling in which they live using the linkage keys HIN, PIN and AIN respectively. Nevertheless, generating the software to carry out the necessary selection and linkage steps can still be time consuming and error sensitive. Moreover, users need to gain knowledge about the contents of the SSD before selections and linking steps can be considered at all. The high degree of standardization of the SSD has enabled the development of software tools which greatly facilitate these steps in the production of output. Two of these tools are of particular importance and will be discussed here.

The first tool generates a table of contents of the SSD library: an inventory of available statistical registers including primary metadata (general description of the register and record description), organized by the responsible organizational unit. Needless to say, the table of contents is a very valuable starting point for users of SSD data.

The second tool is used to generate a required data set. The user specifies the required population and variables. Using these specifications, the tool consults the SSD metadata repository to determine which statistical registers need to be joined on the basis of which linkage keys. It then carries out the actual selections and record linking steps and delivers the desired dataset including a record description and some additional documentation. The analysis of the dataset and the subsequent production of output is done using software that best suits the particular output objectives or best matches the expertise of the user.

3. Examples of output based on the SSD

This section presents four examples of SSD-based output. The first two are illustrations of output based exclusively on integral register data. These are included to demonstrate the possibilities offered by coordinated, integral data from the SSD, namely portraying small groups in society and low-incidence phenomena as well as longitudinal analyses. Although surveys are considerably less suitable for such analyses, they do have their own important merits: a rich variable content tailored to the underlying statistical objectives. Obviously, combining the advantages of survey and register data presents numerous interesting possibilities. The third example was included to demonstrate these. The last example illustrates the use of SSD data by external researchers.

3.1. Example 1: Co-residence of parents and older adult children [35]

Using longitudinal SSD data for 2003–2005 on all adult children aged 30–40 years living in the Nether-
lands and their parents, almost two million persons altogether, the authors investigated the extent to which intergenerational co-residence is determined by situations and events associated with the support needs of either generation. They distinguished between four possibilities: no transition, the child moved in with parent(s), parent(s) moved in with the child, child and parent(s) moved into a new home (Table 2). Because moving in with parents or children is a rare event, such an analysis would not be possible using a general survey. Only because the SSD contains data on the entire population, can such rare events be studied. The authors’ general conclusion based on cross-sectional data was that support needs of both generations are important, but parents give more support to their children than vice versa. A weak socioeconomic position of both generations is positively correlated to co-residence. Longitudinal analyses show that events like divorce and income loss of the child increase co-residence. The person in need is most likely to move in with the other generation.

3.2. Example 2: The effect of becoming unemployed on relationship stability [50]

In this study, married male employees were followed for three years after becoming unemployed in order to establish whether their relationships were dissolved. Of particular interest was the distinction between three documented reasons for dismissal: dismissal because of long term illness, on personal grounds or due to redundancy. In case of redundancy, employees are selected for dismissal through some form of ‘last in first out’ principle, often per age class. As such, personal performance is not taken into account in contrast to dismissal on personal grounds and because of long-term illness. The results are summarized in Fig. 4. The most notable finding is that dismissal because of redundancy does not significantly enhance the probability of relationship dissolution whereas dismissal because of long term illness, and particularly dismissal on personal grounds, are associated with strongly increased dissolution rates. These results held out when an elaborate set of control variables, such as household income, number of children, duration of the relationship, were added and analyzed multivariately. The results therefore suggest that personal factors underlie both the dismissal and the dissolution of the relationship in the case of employees who were dismissed on personal grounds or because of long-term illness. After all, if dismissal in itself would negatively affect a relationship, dismissal due to redundancy would be expected to increase dissolution rates as well.

3.3. Example 3: Dropping out of school and criminal behavior [43]

For this study, data from the secondary education pupil cohort 1999 (VOCL’99) were enriched with data on police arrests and school careers from the SSD. The VOCL’99 is a panel survey which records the school careers of 17,000 pupils who started their secondary education in school year 1999/2000. It additionally documents an extensive set of background information, such as cognitive skills, home situation and social environment. A preliminary study demonstrated that dropping out of school is associated with strongly increased rates of criminal behavior ([42], Table 3). The mechanisms underlying this relationship were investigated by application of an elaborate multivariate model. The results indicated that social bonding, particularly school performance, reduced the risk of criminal behavior whereas early school-leaving and prior criminal behavior strongly increased this risk. The results supported the notion that both social control and self-control explain participation in risky behavior by youths.

3.4. Example 4: Evaluation of governmental income support policies [18]

In 1965, income support benefit was introduced in the Dutch social security system. This offered a government-funded minimum income protection. The Dutch income support system was revised recently to place a stronger emphasis on getting people (back) into jobs [49]. In this context, municipal government has been given more responsibilities. This example covers a study aimed at evaluating the income support pol-
Fig. 4. Rate of relationship dissolution during three years after dismissal and by reason for dismissal.

icy carried out in one municipality, Enschede. One of the questions addressed in this study was to what extent persons whose application for income support was turned down were, in the long-term absorbed into employment and/or shielded from income support. For this purpose, data from the SSD on employment and social security benefits were linked to data held by the municipality. Although a significant part of those whose claim had been turned down found a job within three months (28 percent), in most cases their employment was not enduring. In addition, a significant number were claiming income support later on (25 percent). These, and other, findings were turned into recommendations aimed at improving the municipality’s income support policy.

4. Quality issues

A description of the SSD would not be complete without discussing its quality. NSIs generally highlight the following dimensions of output quality [38,44]: relevance, timeliness, accuracy and reliability, comparability and coherence, accessibility and clarity.

Of these quality dimensions, accuracy and reliability are the most important and methodologically the most challenging ones. Both are measures of uncertainty, where accuracy reflects the systematic error and reliability the random error. Users of statistical data are used to interpreting confidence intervals as a measure for the reliability of survey outcomes. However, no similar measure for combined administrative register data is available. In order to fill this gap, new theory-based research has to be started. Bayes’ theory or the super-population theory may open up some avenues for further research.

Another methodological question is how to determine the accuracy of variables from administrative register data. Based on the classical test theory, Bakker [5] determined the quality of some register variables by linking a survey to administrative register data and using structural equation models to compute the indicator validity. However, this indicator validity does not distinguish between accuracy and reliability. More research following Saris and Andrews [30] still has to be done to assess the accuracy of administrative register data.

Another possibility to develop a measure for uncertainty is to combine all error sources described by Bakker and Daas [6] and Zhang [53]. However, their framework still has to prove in practice whether it is complete and correct. It should be helpful in the development of work processes in statistical offices for statistics based on administrative register data. In particular, the order of the steps should be proved. Whether the distinguished steps lead to an optimal result in terms of quality and cost is still open to discussion.

Lastly, the SSD data are assumed to cover the entire population, while in fact the definition of the population is restricted to the registered population. Only persons registered in the Population Register are considered to be part of the target population of statistics on persons. However, we know that this does not reflect the actual situation. To estimate the total population size, and therefore the under-coverage of the Population Register, a number of capture-recapture methods could be used. Most of these methods are based on strong assumptions, which are contravened [9,16,20,45]. More research is needed to optimize these methods and relax the required assumptions.

As for the remaining quality dimensions, a prominent problem that needed to be addressed in the SSD
was that a specific version of a statistical register represents a trade-off between the various quality dimensions. For instance, a register which allows for the production of timely statistics does not simultaneously allow for maximum attainable accuracy and consistency because of various constraints: time constraints associated with the production of timely statistics, budget constraints, and constraints with regard to the availability of other registers which can be used for micro-integration. In a similar vein, comparability and consistency preclude timeliness due to the additional processing time associated with the necessary micro-integration. Moreover, increased relevance may reduce comparability over time. The latter is the case when, for example, an improved definition of a statistical unit cannot be implemented retroactively due to limitations in those registers that relate to earlier periods. Introducing various versions of a statistical register will do the best justice to all quality dimensions, with each version emphasizing particular quality dimensions or combinations of dimensions. However, this reduces output consistency and poses the problem of the number of versions and the associated costs. To complicate matters, because statistical registers are interdependent in a register system, decisions regarding versions and revisions should be coordinated across the register system. After all, enhancing the accuracy in one particular register may reduce the consistency of the register system. In other words, an integral approach to quality management is necessary. Such an approach requires an organization that supports extensive cooperation between units and, more importantly, a cultural change towards a structure in which cooperation over organizational boundaries as well as a notion of collective ownership of statistical registers is seen as inherent [27,51]. For the SSD, such an approach is still in its infancy. Although an organization and procedures aimed at coordination have been put in place, many details still need to be worked out and, perhaps more importantly, more effort needs to be invested in changing the mindset of employees and management in relation to documentation and data sharing.

5. Conclusion

The development of the SSD has had a significant impact on the way statistics are produced within SN. In the past, organizational units used relatively autonomous production systems. As a result, statistical registers were scattered within SN and were not standardized. This complicated data sharing, output coordination, micro-integration of different registers, as well as the provision of data to external researchers. Today, all production systems converge on the SSD, a central system aimed at data sharing and coordination. The SSD comprises a library of standardized and linked statistical registers, as well as an organization which has been put in place to control various aspects of the system. It has made an invaluable set of registers readily accessible to internal and external researchers and has resulted in many valuable publications and will continue to do so. That said, the development and implementation of the SSD has not been a smooth process. The developers had to overcome many obstacles and still face quite a few more. Perhaps the most prominent are the development of an adequate coordination structure and the realization of a cultural change towards one which embraces collective ownership and data sharing. Within SN, this is an ongoing process. We hope that others will benefit from this article, be they researchers who use data from register-based systems or employees of NSI’s which are developing a register-based production system.

The SSD will continue to expand, thus opening up more and more possibilities for statistical research. Firstly, existing registers are updated on a regular basis thus extending time series which in turn enable more extensive longitudinal analyses. Secondly, new registers are frequently added thus expanding the scope of the SSD. Thirdly, survey data are being included so as to facilitate the combination of survey and register data which, as discussed previously, presents numerous interesting possibilities. A case in point is the Labor Force Survey, which was recently added to assess the merits of inclusion of survey data. Finally, a perhaps not too distant prospect is the inclusion of “Big Data”, a term that refers to the huge quantity of high frequency digital data captured by digital devices: call logs, mobile-banking transactions, online user-generated content such as blog posts and Tweets, online searches, satellite images, etc. [25]. Two examples serve to illustrate the tremendous volume of this type of data: approximately 80 million traffic loop detection records and around 1 million public social media messages are generated each day in the Netherlands [12]. If certain types of Big Data can be linked to persons, these data potentially constitute a major addition to the SSD content, possibly enabling the formation of snapshots of the well-being of (sub-) populations at high frequency. That said, many challenges pertaining to legislation, privacy protection, financing,
methodology and technology will have to be taken up and brought to a favorable conclusion before such a scenario becomes reality.
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