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On second-order inclusion probabilities and variances among 
large randomized PPS samples

Paul Knottnerus

Summary: This paper presents and discusses some new results on the second-

order inclusion probabilities of a systematic probability proportional to size 

sample drawn from a randomly ordered list, also called randomized PPS 

sampling. It is shown that some standard approximations of these second-

order inclusion probabilities meant for relatively small sample sizes, need not 

be valid when the sample size n is of the same order as the population size N. 

In addition, it is shown that under a number of assumptions the variance 

formulas for rejective Poisson sampling can be applied to randomized PPS 

sampling designs when both n and N-n are large.

Keywords: Horvitz-Thompson estimator; Rejective Poisson sampling; 

Sampling autocorrelation coefficient; Second-order inclusion probability.

1. Introduction

When the study variable y is more or less proportional to a size variable x, a widely 

used estimator is the Horvitz-Thompson (HT) estimator in combination with a 

systematic probability proportional to size sample from a randomly ordered list. This 

procedure is often called the randomized PPS sampling design or the Goodman-Kish 

design. 

In the literature there is some debate on the question of which type of approximation 

should be used for the second-order inclusion probabilities in this design, say .ijPPSπ

Brewer (2002, page 154) discusses two different types of approximations.  One 

family of approximations is based on the well-known approximation of Hartley and 

Rao (1962). Another family of approximations is based on the approximation for 

rejective Poisson sampling of Hájek (1964). Brewer argues that the former type of 

approximation should be preferred. In contrast, Berger (1998, 2004 and 2005) 

advocates the use of the approximation of Hájek (1964) for this type of highly 

randomized sampling designs such as, for instance, the procedures proposed by 

Sampford (1967) or Chao (1982). In addition, Asok and Sukhatme (1976) provide a 

convenient approximation formula for the second-order inclusion probabilities in 

Sampford’s procedure when 1<<n<<N. Their approximation is slightly different 

from the one of Hartley and Rao for randomized PPS sampling.  
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The main aim of this paper is to show that under a number of assumptions Hájek’s 

variance approximation is asymptotically valid for randomized PPS sampling 

particularly when the sample size n is of the same order as the population size N. 

Moreover, the variance approximation of Hartley and Rao (1962) need not be valid 

in such a situation.   

The outline of the paper is as follows. Section 2 introduces some notation, and gives 

two standard expressions for the variance of the HT estimator and an alternative 

expression based on the sampling autocorrelation coefficient. Furthermore, section 2 

discusses various approximations for the .ijPPSπ  In section 3 approximations are 

derived for the sampling autocorrelation coefficients and variances in randomized 

PPS sampling and rejective Poisson sampling. Section 4 starts with a 

counterexample that some standard approximations for the ijPPSπ need not be valid 

when the underlying condition n<<N is not satisfied. Furthermore, it is shown that 

under a number of assumptions two terms of a Taylor series expansion of the ijPPSπ

are necessary and sufficient to obtain asymptotically valid sampling autocorrelation 

coefficients and variances in randomized PPS sampling when .1/0 10 <<<< fNnf

In addition, by reasons of symmetry, the indispensable conclusion appears to be that 

under mild assumptions Hájek’s approximation for the ijπ  in rejective Poisson 

sampling can also be used for approximating the .ijPPSπ In section 5 similar results 

are derived when Nn /  tends to unity or zero.

2. Notation and approximations for ijπ  in randomized PPS sampling  

Consider a population U={1,...,N}  and let s be a sample of fixed size n drawn from 

U without replacement according to a given sampling design with first order 

inclusion probabilities πi and second-order inclusion probabilities πij  (i,j=1,...,N). 

The HT estimator of the population total, ,iUi YY ∈Σ=  is defined by ./ˆ
iisiHT YY π∈Σ=

Suppose there is a measure of relative size iX  (i.e., 0>iX and 1)i U iX X∈= Σ =

such that all ./1 nX i ≤  In fact, it is assumed here that units with nX i /1>  are put 

together in a separate certainty-stratum. When the πi are proportional to these size 

measures, .ii nX=π  Defining ,/ iii XYZ =  we can write Y as a weighted mean of the 

,iZ  that is, .iiUiz ZXY ∈Σ== µ  Likewise, we can write the HT estimator for Y in 
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randomized PPS sampling as sPPSHT zYY == ˆˆ  where sz  stands for the sample mean 

of the .iZ

The variance of the randomized PPS estimator is
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with ;iii ππ = recall that ./ iii nYZ π=  The former is attributed to Horvitz and 

Thompson (1952) and the latter is due to Sen (1953) and Yates and Grundy (1953). 

An alternative expression for the variance is
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For a proof of (3), see Knottnerus (2003, page 103). 

The sampling autocorrelation coefficient zρ  in (4) is a generalization of the more 

familiar intraclass correlation coefficient ρ in systematic sampling with equal 

probabilities; see, for instance, Cochran (1977, pages 209 and 240) and Särndal et al. 

(1992, page 79). The phrase sampling autocorrelation is used because zρ  refers to 

the correlation coefficient between two randomly chosen observations, say zs1 and 

zs2, from s.  Consequently, the value of zρ  depends on the sampling design. In 

particular, when sampling with replacement, ,0=zρ  while under simple random 

sampling without replacement (SRS), ).1/(1 −−= Nzρ

Although exact expressions for the ijPPSπ )( ji ≠  in randomized PPS sampling are 

available, these calculations might be cumbersome when N is large. For an exact 

expression, see Connor (1966) and for a modification Hidiroglou and Gray (1980). 

A well-known approximation of ijPPSπ  proposed by Hartley and Rao (1962) is

)},2(3
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where 2
iUix X∈Σ=µ (recall ).iiUiz ZX∈Σ=µ  According to Thompson and Wu 

(2008), approximation (5) can be used when n/N=o(1) as .∞→N  Note that 

)1(/ −nnijHRπ  does not depend on n. Hence, the corresponding approximation of 

zρ  doesn’t depend on n (recall we have assumed that every )./1 nX i ≤

Brewer and Donadio (2003) examine approximations of the form

2/)( jijiijBD cc += πππ . (6)

Elaborating on (5), the authors propose )21(/)1( ixiHR Xnnc −+−= µ . Choosing a 

somewhat different expression )21(/)1( iiK Xnnc −−= γ , Knottnerus (2003 and 

2011) arrives for 2/1, <ji XX at 
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These ijKπ  have been shown to satisfy the second-order restriction 

.)1( iijij n ππ −=Σ ≠  Furthermore, (7) is exact for SRS sampling while the ijKπ

coincide with the ijBDuπ  from the special designs proposed by Brewer (1963) and 

Durbin (1967) for PPS samples with n=2. For a proof that, after dropping O(1/nN) 

terms, iKc  is identical with iHRc   under mild conditions as ,∞→N  see Knottnerus 

(2011). 

Another interesting approximation for the ijPPSπ stems from the related rejective 

Poisson (RP) sampling design     

,
)1)(1(
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d
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jiijRP

ππ
πππ (8)

provided that .)1()1( ∞→−=−Σ= ∈ xiiUi nnd µππ Note that ∞→d  implies ∞→n

because nd <  and likewise, ∞→− nN  because of the symmetry of 

).1( iiUid ππ −Σ= ∈  The formal derivation of (8) given by Hájek (1964) is somewhat 

cumbersome. A more intuitive derivation, to the author’s best knowledge not 

mentioned elsewhere in the literature, is as follows. A simple approximation for ijπ
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is jiππ . Define its error ije  by .jiijije πππ −=  Noting that 0=ije  for 0=iπ  and 

,1=iπ  a quite natural and symmetric approximation for the error ije  is

αππππβ )}1()1({ jjiiije −−= . (9)

An approximation for the constants α  and β  can be obtained by examining the 

following equality of sums 
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Assuming that ∞→−Σ αππ )}1({ iiU )0( ∞<<< Cα  as ∞→d  and dividing (11) 

by (10), we get 1~α  and consequently, ./1~ d−β  Throughout this paper the 

notation BA ~ is used to indicate that 1/ →BA  as .∞→d  Substituting 1=α  and 

d/1−=β  into (9) yields Hájek’s result (8). 

The above heuristic derivation applies to any PPS sampling design where there is no 

detectable pattern or ordering in the selected sample of fixed size n without 

replacement, provided that .∞→d  Such designs are also called high-entropy 

sampling designs; see, among others, Brewer and Donadio (2003) and Tillé and 

Haziza (2010).

3. Approximations of zPPSρ , zRPρ , )ˆvar( PPSY  and )ˆvar( RPY

Let X  denote the population mean of NXX ,,1 L  and define 2
xV  and 2

xσ  by

∑ ∈ −=
Ui ix NXXV /)( 22

and

,)( 22 ∑ ∈ −=
Ui xiix XX µσ
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respectively. Suppose that there are positive constants C and c such that ,/ CXVx <

Cxx <µσ /  and .2/1<+ cX i  Furthermore, suppose that )1(/)( OYZ zi =− σ  as 

.∞→N  Then it can be shown that (7) as well as (5) and (6) lead to the following 

approximation 12zρ  for zρ  in randomized PPS sampling, say .zPPSρ  That is, when 

N is large and n << N
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which is also given by Hartley and Rao (1962). It is noteworthy that approximation 

12zρ also follows directly from substituting the simple approximation 

jiijAP XXnn )1( −=π  into (4); for the proof of a similar result, see the proof of 

Theorem 1 below. In contrast, direct use of  ijAPπ  in (1) or (2) for the SRS case with  

NXX ji /1==  may lead to errors of more than 100% for some specific 

populations; see Knottnerus (2003, pages 274-6).

Following Hájek (1964, page 1520), substitution of (8) into (2) yields                                  
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where iiUi ZY α∈Σ=*  with ./)1( diii ππα −=  The main difference between (13) and 

(14) is that Y is replaced by Y*. In addition, Hájek proposes the following variance 

estimator 
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where iisi ZY α̂ˆ *
∈Σ=  with ).1(/)1(ˆ isiii ππα −Σ−= ∈  In order to get more insight 

into zRPρ  corresponding to (8), define the correlation coefficient xzr  between the 

iX  and the iZ  by zxiiiUxz zxXr σσ/Σ=  where ix  and iz  stand for )( xiX µ−  and 

)( ziZ µ− , respectively. The following theorem gives an approximation for zRPρ .

Theorem 1. Suppose that there are positive constants C and c such that ,/ CXVx <

Cxx <µσ /  and ./,/ 12 NcNC zRPz −<<− ρρ  Furthermore, suppose that  

)1(/ Oz zi =σ  as .∞→N  Then it holds for RP sampling that 

)]1(1)[(
222

12 o
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as ∞→d . 

Proof.  Carrying out the multiplications on the right-hand side of (8) and neglecting 

symmetric terms, we obtain four mutually different terms, that is, with mutually 

different contributions to .zRPρ  The contribution of the main term ji ππ  in ijRPπ  to 

zRPρ  is according to (4) 
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where we used that .0=Σ jjU zX  Consequently, the contribution of the term 

dji /ππ  to zRPρ  is o(1/N) provided .∞→d  Also, the contribution of the term 

dji /2ππ  to zRPρ  is o(1/N) because under the assumptions of the theorem this 

contribution can be written as 
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Hence, substituting (8) into (4) and omitting the irrelevant )/1( No  contributions of 

dji /ππ  and ,/2 dji ππ  we get 

)()
1

(

}/)({
1

}/)({
1

})1({
1

~

2

222

12

2
z

22
2

12

2
z

22
2

12

2
z

2

dN

n
O

d

rn

nN
O

zXrzX
d

n

n

n

zXzxXzX
d

n

n

n

zz

d

XXn
XX

n

n

xxz
z

Ui
iizxxziiz

Ui Uj
iijjjiiz

Ui
ij
Uj

jiji
jizRP

+−+=

−−
−

=

−−
−

=

−
−

∑

∑ ∑

∑∑

∈

∈ ∈

∈
≠
∈

σρ

σσσρ

σρ

σ
ρ

as .∞→d  Note that in the last line use is made of ),1(/ Oz zi =σ )1(OnXi =  and 

).()( 223 −==Σ NOOX xiU µ  This concludes the proof.

In summary, apart from the main term jiππ  in (8) the only other term that may give 

an asymptotically relevant contribution to zRPρ  is ./22 dji ππ−  This contribution is 

drn xxz /222 σ−  which is of order 22 / dNn . Noting that )1( xnnd µ−= and 

),/( NnOn x =µ it is seen that when ),1(/ oNn =  this contribution is 

)/1()/( 2 NoNnO =  as ∞→d  and hence, it can be ignored provided ./ NczRP −<ρ

In other words, under the assumptions of Theorem 1, Hájek’s variance estimator can 

be applied to randomized PPS sampling when ).1(/ oNn =  To the author’s best 

knowledge this result and its proof are not mentioned elsewhere in the literature. In 

addition, Brewer and Donadio (2003, page 191) also give a model-assisted check of 

the usefulness of their variance formulas derived from ijBDπ  in (6) without the 

limiting assumption ).1(/ oNn =  For the models considered by the authors there 

holds )1(orxz =  so that approximation (15) amounts to .~ 12zzRP ρρ

4. )ˆ(Var PPSY and a Taylor series expansion of ijPPSπ when f0 N < n < f1 N

In this section we consider a pth-order Taylor series expansion of ./ jiijPPS πππ  It is 

shown  that under the assumptions of Theorem 1 and some additional assumptions 

only two terms of this Taylor series expansion are asymptotically relevant with 

respect to )ˆvar( PPSY  and zPPSρ  as ∞→d  and  f0 N < n < f1 N  (0 < f0 < f1 < 1). 
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First, in order to give some more insight into the difference between (13) and (14), 

consider the following counterexample that the variance in (13) need not be valid 

when ).1(/ oNn ≠  Let U be a population consisting of two groups U1 and U2 with 

means 1Y  and ,2Y  respectively. Both group sizes are N/2. Let s be a randomized 

PPS sample of size n=3N/4 from the whole population U. Let the Xi be such that 
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Obviously, group 1 doesn’t contribute to the variance of .P̂PSY  The selected 

elements in s from U2 constitute an ordinary SRS sample of size N/4. Hence, in this 

case the correct variance formula for PPSŶ  is 
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Apart from an asymptotically negligible factor ,/)2( NN −  (14) gives the correct 

outcome. However, approximation (13) gives now an entirely different outcome 

unless 3/22 YY = (recall that YYNY == 2/3 2
*  when ).3/22 YY = Consequently, 

also approximations (5)-(7) for the ijPPSπ  need not be valid when both n and N are 

very large; see Knottnerus (2011).

From (14) and (15) it follows that for the above example zPPSρ  can be approximated 

quite well by 

d

rnzX xxz

Ui

iiRP
exmpl

PPS
exmpl

222

2
z

22 σ
σ

ρρ −−== ∑
∈

, (16)

irrespective of the values of kiY  in group k ).2,1( =k  Now the following natural 

questions arise (i) to what extent are (14) and (16) applicable to other randomized 

PPS samples and (ii) to what extent can (8) be seen as an appropriate approximation 

for ijPPSπ  as ∞→d  and f0 N < n < f1 N.  

In order to shed some more light on these issues, consider an arbitrary randomized 

PPS sample of size n  (f0 N < n < f1 N ). Suppose without loss of generality that n

depends on N [n=n(N)] and define NR  by zPPSN NR ρ= . Furthermore, suppose that 
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RRN → ),0( <R )(1 hh
iU

h mXN →Σ− )0( )( ∞<<<< Cmc h  as ∞→d

),,...,2( Hh =  and that there exists a p such that for ∞→d  the quantity jiijPPS πππ /

can be approximated appropriately by a pth-order Taylor series expansion of 

jiijPPS πππ /  as function of iπ  and jπ  around the origin. Then ijPPSπ itself can be 

approximated by

.
1;1,
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=
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k
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kl
NijPPS a πππ (17)

In fact, (17) can be seen as a further generalization of approximations ijHRπ  and 

ijRPπ  from (5) and (8), respectively. Note that kl
Na  is independent of the (arbitrary)

rank numbers i and j. Furthermore, we make the additional assumptions that 

NfnNf 10 <<  and that for an arbitrary data set NXX ,,1 L , kl
arbNa , is of the same 

order as kl
exmplNa ,  from the above example as ;, ∞→dn for a justification of the 

latter assumption, see Appendix A. The assumptions so far are in line with the 

various approximations for ijπ  mentioned in section 2. 

For n > f0 N  useful inequalities for a further analysis are

∞<<Σ≤ − CXN h
iU

h 11 , (18)

)2( Hh ≤≤  irrespective of the data set .,,1 NXX L  The first inequality in (18)

follows from minimizing h
iU XΣ )2( ≥h  subject to .1=Σ iU X  This yields 

NX i /1=  and hence, ;1+−≥Σ hh
iU NX  for a similar constrained minimization 

problem, see Knottnerus (2003, page 166). The second inequality in (18) follows 

from the assumption Nfn 0>  and hence,  NfnX i 0/1/1 <≤  so that hh
i NCX /<

with ./1 0
HfC > Also suppose that ).1(/ Oz zi =σ The reason for assuming n < f1 N

is that the above counterexample in its present form is not appropriate when 

1/ →Nn  as ;∞→d  for further details,  see section 5.   

According to (4) and (17), we get the following approximation  for NR
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Denote )1/(1 --+ nnNa lkkl
N  by kl

NB  and define )(h
xzr  as the correlation coefficient 
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iX  and the iZ )1( ³h .  That is, 
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In (20) we used (18) and the assumption that ).1(/ Oz zi =s

Now suppose that the iZ  in the above example are such that 0)( >> cr h
xz  (h=1, …, 

p). Let kl
exmplNR ,1  denote the corresponding parameter in that example. Then it 

follows from the above example that, according to (16), only )1(
xzr )( xzr=  is 

asymptotically relevant. In other words, from the above example it emerges that the 

kl
Na  should be such that in spite of the nonzero correlations )(h

xzr  we can set 

0,1 =kl
exmplNR  for each k and l unless k=l=2. Consider now an arbitrary data set, say 
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arbiX ,  (i = 1,…,N) for a randomized PPS sample with .10 NfnNf <<  Noting that 

there are positive constants C0 and c0 such that hh
arb NCx /)( 0<σ  when 

NfnX arbi 0, /1/1 <≤  and )(/0
h
exmpl

h xNc σ<  for the above example, it is seen that 

./)(/)( 00 cCxx h
exmpl

h
arb <σσ  Since, by assumption, )( ,,

kl
exmplN

kl
arbN aOa = , we get 

according to (19) for an arbitrary randomized PPS sample 

),1()(

))()((

))()((

,1

11
,

11
,,1

oRO

xxBO

xxBOR

kl
exmplN

l
exmpl

k
exmpl

kl
exmplN

l
arb

k
arb

kl
arbN

kl
arbN

==

=

=
−−

−−

σσ

σσ

unless k=l=2. Hence, we can set 0,1 =kl
arbNR  as ∞→d  for any randomized PPS 

sample (f0N < n < f1N) irrespective of the correlations )(h
xzr  unless k=l=2.  

Next, we look at the role of the kl
NR 2  when f0N < n < f1N. Choosing the iY  in the 

above example such that 1/ 22 =ziz σ , it is seen from (16) that all 2
kl
NR are 

asymptotically irrelevant in that example unless k=l=1. Moreover, for arbitrary data 

iX  we have for 2, ≥lk

),
1

()
/

( 1
,

1
,

22
,

,1

,2

N
O

zX
O

R

R
l

exmplx
k

exmplx

zi
lk

arbiU
kl

exmplN

kl
arbN =

Σ
= −−

+

σσ
σ

where we used )( zi Oz σ=  and (18). So in analogy with kl
NR 1  we may set 02 =kl

NR

for any other data set without affecting the results when according to (20)

)1(/ Oz zi =σ  unless k=l=1. 

It emerges that we can approximate NR  by  

22222
2
z

2
21122

1
11

2~ xxzN
Ui

i
iNNNN rnNa

z
XNaRRR σ

σ
+−=+ ∑

∈
, (21)

where use is made of (20) and (19) for kl=11 and kl=22, respectively. In order to 

trace 11
Na  and 22

Na , note that according to (16) we have for the above example 

d

rNnzNX
RRR xxz

Ui

ii
exmplNexmplNexmplN

222

2
z

22
22

,1
11

,2,
σ

σ
−−=+= ∑

∈
. (22)

Comparing the coefficients of the utmost right-hand sides of (21) and (22), it is seen 

that under the above assumptions )1(111 oaN +=  and ))1(1(122 odaN +−= −  as .∞→d
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In summary, within the class of approximations for ijPPSπ  that can be described by 

(17) with the order of the kl
Nc 0  being independent of the specific data ,iX the 

approximation 

d
ji

jiij

22

23

ππ
πππ −= (23)

leads under the assumptions of Theorem 1 to the appropriate zPPSρ  for any data set, 

that is, ))1(1( ozRPzPPS += ρρ  as ∞→d  and  f0N < n < f1N ; zRPρ  is given by (15).  

Comment. It may seem somewhat counterintuitive that for an arbitrary, randomized 

PPS sample fairly general conclusions can be drawn from such a specific 

counterexample as above. However, it should be noted that although in the above 

example the iX  can only assume the values 1/n or 1/2n, the quantities )( hxσ  and 

h
iU XΣ  in the example are under mild conditions of the same order and magnitude as 

for other randomized PPS samples. From that point of view the above 

counterexample is sufficiently general to draw rather general conclusions with 

respect to 11
Na , 22

Na , the other kl
Na  and zPPSρ . 

Finally, we look more closely at the ijPPSπ . Because 11
Na  and 22

Na  are the only 

asymptotically relevant coefficients in the Taylor series of ijPPSπ  for calculating 

zPPSρ  and the variance, an appropriate approximation of ijPPSπ  should at least 

consist of the two components on the right-hand side of (23). As we have seen, use 

of (23) leads to asymptotically correct results for ,NR zPPSρ  and )ˆvar( PPSY . That 

is, all three results have relative o(1) errors. However, the error approximation

jiijije πππ −= 2323 dji /22ππ−=

need not be very accurate. In order to further improve de jiij /22
23 ππ−= , define ia

by 1=ia  if unit i is selected in s and 0=ia  otherwise. Define ib  by .1 ii ab −=  In 

fact, ib  indicates whether unit i is selected in sU \  or not. Define )( ii bE=τ  and

)( jiijPPS bbE=τ ; recall that ii πτ −=1  and ijPPSjiijPPS πππτ +−−=1 . Applying 

(23) to ijPPSτ  and making use of ),,cov(),cov( jijiij bbaae ==  we get

d
e

ji
jiijjiijij

22

242424

ττ
τττπππ −=−=−= . (24)
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Obviously, the approximation of ijPPSe  should have a double symmetry: (i) in iπ

and jπ  and (ii) in iπ and .iτ  Noting that the double symmetric form djiji /ττππ

includes the indispensable terms dji /22ππ  and ,/22 dji ττ  we get for  f0N < n < f1N

under the assumptions of Theorem 1 and the additional assumption (17) the 

following approximation for ijPPSe

,25 d
e

jiji
ij

ττππ
−= (25)

which is identical with expression (8) derived by Hájek for RP sampling. That is, 

within the class of ijPPSπ  that can be described by (17) the results found so far can 

be written in the following general form 

,
))(1(1

)(

d

B

d

A

d

d

BA

jiji
ji

jiji

jiji
jijiijPPS

ππππ
ππ

ττππ

ππππ
πππππ

+−
+−+−=

++−
−=−

where A and B should be negligible o(d) coefficients (cf. the proof of Theorem 1).

By reasons of symmetry, we get A=B=1 which yields Hajek’s result. Moreover, for 

the specific case of RP sampling Hájek (1964, page 1511) showed that 

))1(1(25 oee ijijRP +=  as ∞→d . For ijPPSe  this property still remains to be proved or 

disproved. 

5. Taylor series expansion of ijPPSπ  when n/N tends to unity or zero

In this section we briefly examine the form of the ijPPSπ  when the sampling fraction 

Nf )/( Nn=  of a randomized PPS sample tends to unity as .∞→d  Suppose that, 

for instance, NNn −=  or, equivalently, ./11 NfN −=  Furthermore, let the 

above counterexample be modified as follows. For group 1 we still assume 

2/11 NNn ==  but for group 2 we take .)5.0(2 Nfn N −=  This means that

)].
1

(1)[
1

1(
1/21

;)]
1

(1)[
1

1(
11

2

1

N
O

NNNN

N
X

N
O

NNNN
X

i

i

+−=
−

−=

++=
−

=
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Obviously, only (8) again gives the asymptotically correct variance for .P̂PSY  For the 

iX  thus defined we have 

)),1(1(
1

)
1

()
1

(

(26),)]
1

(1[
1

)(

)/21(1

2

3
222

2

2
2

o
NNN

XX

N
O

NNN

NN
X

x
Ui

iix

Ui
ix

+=−−−=

+=
−
−+==

∑

∑

∈

∈

µσ

µ

and

222

/4/42

2
1)(

)1(

−=−+−−=












−
+−−−=

−=

NNNNN

NN

NNN
NN

nnd xµ

as .∞→d For simplicity’s sake but without loss of generality, it is assumed that in 

the present counterexample the iY  are such that 1/ 22 =ziz σ  and 0)( >> cr h
xz

).,...,1( ph =

Under the assumption ,1/ 22 =ziz σ  it follows from the definition of 12zρ  and (26)

that for the present example 

)]
1

(1[
1

,12 N
O

Nxexmplz +−=−= µρ .

An essential difference with the previous counterexample is that for ∞→d  and

NNn −=  we now have

1)
1

(
1

)1(1 ,12 <<+=−+
N

O
N

n exmplzρ . (27)

Consequently, an )/1( NO  contribution of some kl
NR  to NR  need not be irrelevant

as was the case in section 4. Result (27) also holds for exmplzRPn ,)1(1 ρ−+  because 

in analogy with the proof of Theorem 1 zRPρ  can be written as the sum of 12zρ  and 

three additional terms of order ./1 NN  That is,

,
2 2212

12
12 N

R

N

R

d
NNz

zzRP ++−= ρρρ (28)
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where kl
N

kl
N

kl
N RRR 21 += ).22,12( =kl kl

NR 1  is given by (19) and kl
NR 2  by (20) where, 

according to (8), 12
NB  now stands for )1(/2 −ndNn  and 22

NB  for ).1(/3 −− ndNn  In 

order to show that the last three terms in (28) are )/1( NNO , substitute (19) and 

(20) into (28). Assuming that ,1−≈ nn  this yields  

)2( 422312
12 ∑∑

∈∈
−+−−=

Ui
ixxz

Ui
i

z
zzRP XnnrX

d

n

d
σρρρ . (29)

Unlike in section 4 in (29) the last four terms are each separately of the same order 

./1 NN  However, just as in section 4 it can be shown that the combination of 

terms 2, 3 and 5 on the right-hand side of (29) gives a negligible )/1( No

contribution to zRPn ρ)1(1 −+  for the above example. That is,

)].1(1[
222

,12 o
d

rN xxz
exmplzzRP +−= σρρ (30)

To prove (30), note that it follows from (18) and nX i /1≤  that

))
1

(1(
1

)(

1
11 N

O
NNN

N
X

N hh
Ui

h
ih +=

−
≤≤ −

∈
− ∑ . (31)

Using (31) for h=3 and h=4, and the fact that ,1~,12 −exmplzNρ  it is seen that terms 

2, 3 and 5 in (29) are together )/1( Ndo  so that their joint contribution to 

zRPn ρ)1(1 −+  is only )./1( No  Hence, these three terms can be ignored and it 

follows from (27) and (30) that similar  to section 4 only 11
Na  and 22

Na  are relevant in 

a Taylor series expansion of ijPPSπ  for obtaining the appropriate zPPSρ  and variance 

for an arbitrary randomized PPS sample when .NNn −=  For proofs that for 

arbitrary data ),( ii ZX 1~,12 −arbzNρ and ),/1())(()( 5.0+== hh
exmpl

h
arb NOxOx σσ

see the end of this section. Moreover, it follows from (27) that kl
NR 1 ]2),[max( >lk

is negligible only when )/1(1 NoRkl
N =  provided .0)( ≠h

xzr  Noting that 

)/1())(()( 5.0+== hh
exmpl

h
arb NOxOx σσ  as stated before, it is seen from (19) that we 

now should have )/1( Noakl
N = ].2),[max( >lk In addition, because 

)/1( Noakl
N = , we have by (20) and (31), )/1(2 NoRkl

N =  and hence, kl
NR 2 is 

negligible as well when .2),max( >lk  More generally, similar results can be derived 

for PPS sampling when αNNn −=  ).10( <<α
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Although it emerges that only 11
Na  and 22

Na  are relevant, we can draw some more 

general conclusions from (29) with respect to the Taylor series expansion of .ijPPSπ

Using (4), (17) and the fact that ,/1~22 daN −  we get similar to (29) for zPPSρ

∑∑
∈∈

+−−−+=
Ui

i
xxz

Ui
iNzNzzPPS X

d

n

d

rn
Xnaa 4

2222
312

12
11

12 2)1(
σρρρ . (32)

It follows from the counterexample that in analogy with (29) the combination of 

terms 2, 3 and 5 on the right-hand side of (32) should be negligible, that is,

)./1( No  Again using (31) and the fact that ,/1~,12 Nexmplz −ρ  it is seen from (32)

that terms 2, 3 and 5 together are only negligible if 11
Na  and 12

Na  satisfy the following 

approximation 

./1~2)1( 1211 daa NN −−−− (33)

As we have seen in RP sampling, a particular solution of (33) is ddaN /)1(11 −=

and ./112 daN = The general approximate solution satisfying (33) is of the form  

,
2/1

~

)];1(1[
1

1~

2112

11

d

D
aa

o
d

D
a

NN

N

+=

++−
(34)

where D is an arbitrary ‘constant’. Substituting (34) into (17) with daN /1~22 −  gives 

(35).
2

)(
)1(

)2/1)(()1(

22

d

D

d

D

d
D

d

DD

jijijijiji

jiji
jijiijPPS

ππππππττππ

ππππ
πππππ

+
+

−+−=

+++−+
−=−

As we saw previously, the right-hand side of (35) should be asymptotically

symmetric in iπ  and .iτ  Hence, D = o(1). In summary, the kl
Na  thus obtained for 

∞→d  are

,
1

;
1

;
1

1

422

32112

2
1

11

d
a

d
aa

d
a

N

NN

N

ε

ε

εε

+−=

+==

+−+=

(36)
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where  )1(ok =ε  (k=1,…,4). This is in line with Hájek’s formula for ijRPπ  in (8) and 

(25). From the latter version it is not difficult to see that by reasons of symmetry, 

(36) is still valid for approximating jiijjiij πππτττ −=−  when Nn =  and more 

generally, when αNn = ).10( <<α

We conclude this section with proofs that for an arbitrary data set ),( ii ZX

1~,12 −arbzNρ  and )/1())(()( 5.0+== hh
exmpl

h
arb NOxOx σσ  when .NNn −=  Write 

arbiX ,  as

)1(
1

,
NN

X i
arbi

δ+= . 

Since ,1−= NX arb  it holds that .0=Σ iUδ In addition, we assume that 

);(2 NOiU =Σ δ  a justification of this assumption is given below. Then )( arbxµ  can 

be written as

)
1

(
11

)( 23

2
2
, N

O
NNN

Xx iU

Ui
arbiarb +=Σ+==∑

∈

δµ . (37)

Furthermore, by (18), 

)),
1

(1(
1)(1

)1(
11

11

2

1

,1

N
O

NN

O

N

NN
X

N

hh
iU

h

Ui

hi
h

Ui

h
arbih

+=Σ+=

+=≤

−+−

∈∈
− ∑∑

δ

δ

where we used the binomial theorem for the utmost right-hand side of the first line. 

Hence, 

)
1

()( 12

2
1

,
12

,
2

+
∈

+

∈

+ =







−= ∑∑ h

Ui

h
arbi

Ui

h
arbi

h
arb

N
OXXxσ . (38)

Furthermore, noting that ),/1())(( 1+− =− hhh
exmpl NONxµ  it is not difficult to see 

from the definition of the above exmpliX ,  that 1222 /)]1(1[)( ++= hh
exmpl Nohxσ  so that 

)/1())(()( 5.0+== hh
exmpl

h
arb NOxOx σσ  for h=1, …, H. 
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In order to show that 1~12 −zNρ  for any data set ),( ii ZX  provided ),( zi Oz σ=

define the variable iV for each unit i by 22 / zii zV σ= so that 1=Σ= iiUv VXµ  and 

,22
iiUv vXΣ=σ where .1−= ii Vv  Assuming ),( zi Oz σ= it holds that ).1(2 Ov =σ In 

addition, define the correlation coefficient xvr  by ./ vxiiiUxv vxXr σσΣ= Then for an 

arbitrary data set ),( ii ZX 12zρ  can be rewritten as

),
1

()
1

(
1

)(

2

2

2
2

12

NN
O

N
O

N
r

VXX
z

X

xvvxx

Ui
ixiix

Ui z

i
iz

++−=−−=

−−−=−= ∑∑
∈∈

σσµ

µµ
σ

ρ

where in the last line we used (37) and (38) with h=1. Hence, 1~12 −zNρ  and result 

(30) with 12zρ  instead of exmplz ,12ρ  can be proved along the same lines as before.

A last remark deals with the justification of the above assumption that 

).(2 NOiU =Σ δ  Suppose that εδ +=Σ 12 NiU ).5.00( ≤<ε  Then the order of 2
xσ

would be ;/1 3 ε−N  see the derivation of (38). Hence, the (negative) contribution of 

the 2nd term on the right-hand side of (30) to })1(1{ zRPn ρ−+  would become 

)/1()/( 5.0223 εσ −= NOdrNO xxz  while })1(1{ 12zn ρ−+  is of the relatively smaller 

order ;/1 N  see (27) and (30). This may lead to a negative value for 

})1(1{ zRPn ρ−+  which contradicts the nonnegativity of variances. In addition, cases 

with 5.0>ε  would lead to nx /1>µ  and, consequently, to .0<d

Appendix A.  Justification of )( ,
kl

exmplN
kl
N aOa =

In this appendix we give a justification of the assumption that for an arbitrary data 

set ).( ,,
kl

exmplN
kl

arbN aOa = Suppose that hmXN h
iU

h →Σ−1 )0( ∞<<<< Cmc h  as 

∞→dn, );,...,2( Hh = due to the inequalities in (18) this is a mild assumption. In 

analogy with the characteristic function for a probability distribution, we assume 

that the configuration of the iX  can be represented reasonably well by the moments 

of the finite population of the iX  or, equivalently, by the (rescaled) population totals 

of the powers of the iX . So under the assumption that the kl
Na  in (17) may depend 
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on the configuration of the ,iX  we can write kl
Na  quite generally as a function of 

these moments

)),1(1)}(1()1({

),,(~

(39)),,(

221

2

12

Omcmcc

mmg

XNXNga

H

H

kl
NH

kl
N

kl
N

kl
N

H
iU

H
iU

kl
N

kl
N

+−++−+=

ΣΣ= −

L

L

L

where H is a sufficiently large integer. In the last line we used a first-order Taylor 

approximation of (.)kl
Ng  around the values 1, =SRShm ),...,2( Hh =  from SRS 

sampling. By construction, the order of kl
Nhc  solely depends on the behaviour of  

(.)kl
Ng  at (1,…,1) irrespective of the iX  (h=1,…,H). Furthermore, it is assumed that 

certain regularity conditions are satisfied so that );1(/(.) 1 Ocg kl
N

kl
N =  this excludes 

exponential forms as 22~ −mkl
N Na  but forms as, for instance, Nmmakl

N /~ 2
32  or 

)/1/(1~ 2 Nnmakl
N −  are permitted. Under these assumptions, ).( 1,

kl
N

kl
arbN cOa =

Noting that the sample in the example given in section 4 consists of two SRS 

samples from groups of size N/2, it is seen from exmplij ,π  with 2, Uji ∈ that 

kl
SRSN

kl
exmplN aa ,2/, =  is of the same order and magnitude as kl

N
kl

SRSN ca 1, = . Therefore, 

).( ,,
kl

exmplN
kl

arbN aOa =

A more formal argument that it suffices to only take the moments of the finite 

population of the iX  into account in (39) follows from the method of Hartley and 

Rao (1962, pages 357-360) for deriving an expression for ijPPSπ . To find the 

coefficients in their approximation of ijPPSπ , they apply Edgeworth expansions to 

their standardized variates vT . Apart from Nji ,,ππ  and n, these Edgeworth 

expansions solely depend on the corresponding cumulants lk ,...).2,1( =l  As pointed 

out by the authors, these lk  can be expressed in terms of the standardized  cumulants 

of the iX  which in turn can be expressed in terms of the moments of the .iX  This 

explains the form of (39).
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