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AN EMPIRICAL EVALUATION OF PRAM

PRAM (Post Randomization Method) is a disclosure control method for micro-

data. In 1997 it was introduced inKooiman et al. (1997)and discussed more

extensively inGouweleeuw et al. (1998), but PRAM has not yet been applied ex-

tensively by statistical agencies. This is partly due to the fact that, even though

some theoretical results exist, little practical knowledge is available on the effect

of PRAM on disclosure control as well as on the loss of information it induces.

In this paper, we will try to make up for this lack of knowledge, by supplying

some empirical information on the behaviour of PRAM. To be able to achieve

this, some basic measures for loss of information and disclosure risk will be

introduced. PRAM will be applied to one specific microdata file of over 6 million

records, using several models in applying the procedure.

Keywords: Disclosure control, PRAM, information loss, disclosure risk

1 Introduction

The Post Randomization Method (PRAM) was introduced inKooiman et al. (1997)as

a method for disclosure protection applied to categorical variables in microdata files.

In Gouweleeuw et al. (1998)andde Wolf et al. (1998), the method and some of its

implications were discussed in more detail.

PRAM produces a microdata file in which the scores on some categorical variables

for certain records are changed with respect to the scores in the original microdata

file. This is usually applied to identifying variables, i.e., variables that can be used

to identify the respondent that corresponds to a record. This results in a microdata

file with scores on identifying variables, that, with certain probability, are incorrect

scores. Hence, the risk of identification of respondents is reduced: even in case one

could make a link between a record in the microdata file and an individual, the possible

incorrectness of the scores yields uncertainty on the correctness of the link.

Note that PRAM can be regarded as a form of misclassification, where the so called

transition probabilities (i.e., the probabilities of changing a score into another score)

completely determine the underlying probability mechanism. These transition prob-

abilities are summarized in a Markov matrix called the PRAM-matrix. Contrary to

the general situation, the probability mechanism that determines the misclassification

is known in case of PRAM. Since the probability mechanism is known, some statis-

tical analyses can still be performed legitimately, be it with a slight adjustment of the

standard methods. See, e.g.,van den Hout (1999), van den Hout and van der Heijden

(2002)andRonning et al. (2004). A similar situation of misclassification with known

transition probabilities is the case of Randomized Response (see, e.g.,Warner, 1965

andChen, 1979). In that case it has been known for some time, that unbiased estimates



of population parameters like moments of the underlying distribution can be obtained

as well, see e.g.,Press (1968)andKuha and Skinner (1997).

In order to let a user make legitimate inference, the transition probabilities should

hence be supplied to him. On the other hand, making use of the literature on inference

about misclassification mechanisms (see e.g.,Kuha and Skinner, 1997), even without

the exact transition probabilities a user could still perform sound analyses.

When applying Statistical Disclosure Control (SDC) methods, one has to deal with

two competing mechanisms: the microdata file has to be safe enough to guarantee the

protection of individual respondents but at the same time the loss of information should

not be too large. For a general discussion, see, e.g.,Fienberg (1994). Moreover, these

competing mechanisms are often the core of the discussion of SDC methods them-

selves, see, e.g.,Domingo-Ferrer and Torra (2001a)andDomingo-Ferrer and Torra

(2001b). However, quantifying the loss of information and the level of disclosure con-

trol can be done in several ways. We will introduce some basic measures to quantify

the loss of information as well as a measure to determine the level of disclosure control

in case of using PRAM.

In this paper we will apply PRAM to a microdata file of 6,237,468 records and dis-

cuss the effect of applying PRAM on the amount off information loss and the level of

disclosure control, using different PRAM-matrices.

In section2 we will give a brief description of PRAM. Moreover, in this section we will

introduce the notation concerning PRAM that we will be using throughout the rest of

the paper. The aim of this paper is to investigate the effect of different PRAM-matrices

on disclosure control as well as information loss. In section3 we will therefore define a

measure to quantify the effect on disclosure control. Section4 contains the definitions

of the measures of information loss we used in our experiments. In section5 we will

introduce a notation that we will use to define the PRAM-matrices to be used in our

experiments. Both the effect on disclosure control and the effect on the amount of

information, in the different experiments we performed, will be given in section6.

Finally, in section7 we will briefly summarize the results and draw some conclusions.

2 A short description of PRAM

In this section we will briefly describe the theory involving PRAM, mainly to introduce

the notation we will use throughout this paper. For details we refer toGouweleeuw

et al. (1998).

Let ξ denote a categorical variable in the original file to which PRAM will be applied

and letX denote the same variable in the perturbed file. Moreover, assume thatξ , and

henceX as well, hasK categories, labeled 1, . . . , K . The transition probabilities that

define PRAM are denoted as

pkl = P(X = l | ξ = k), (1)
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i.e., the probability that an original scoreξ = k is changed into the scoreX = l , for

all k, l = 1, . . . , K . Using these transition probabilities as entries of aK × K matrix,

we obtain a Markov matrixP that we will call the PRAM-matrix, denoted byP.

Applying PRAM now means that, given the scoreξ = k for recordr , the scoreX for

that record is drawn from the probability distributionpk1, . . . , pkK . For each record

in the original file, this procedure is performed independently of the other records.

To illustrate the ideas, suppose that the variableξ is gender, with scoresξ = 1 if male

andξ = 2 if female. Applying PRAM withp11 = p22 = 0.9 on a microdata file

with 100 males and 100 females, would yield a perturbed microdata file with again, in

expectation, 100 males and 100 females. However, in expectation, 10 of these males

were originally female, and similarly, 10 of the females were originally male.

More generally, the effect of PRAM on one-dimensional frequency tables is that

E (TX | ξ) = Pt Tξ , (2)

whereTξ = (Tξ (1), . . . , Tξ (K ))t denotes the frequency table according to the original

microdata file andTX the frequency table according to the perturbed microdata file. A

conditionally unbiased estimator of the frequency table in the original file is then given

by

T̂ξ =
(
P−1

)t
TX. (3)

This can be extended to two-dimensional frequency tables, by vectorizing such ta-

bles. The corresponding PRAM-matrix is then given by the Kronecker product of the

PRAM-matrices of the individual dimensions. Alternatively, one could use the two-

dimensional frequency tablesTξη for the original data andTXY for the perturbed data

directly in matrix notation:

T̂ξη =
(
P−1

X

)t
TXYP−1

Y . (4)

3 Measure of disclosure control

In this section we will define the measure we used to specify the effects of the different

PRAM-matrices on the level of (statistical) disclosure control.

An often used rule to determine the safety of microdata files is the so called threshold

rule: whenever a certain combination of scores on identifying variables occurs less

than a certain threshold, that combination is considered to be unsafe. As an example

consider the case that the combination of gender, occupation and age is to be checked

for the threshold rule. Moreover, assume that the threshold is chosen to be 50. Then, if

only 43 female surgeons of age 57 exist in the population, each record that corresponds

to a female surgeon of age 57 is considered to be an unsafe record. Even though the

threshold rule is defined in terms of population frequencies, in practice one often only
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has the sample file at hand. In that case the rule is usually applied to that sample file,

with an appropriately adjusted threshold.

In case of using PRAM as an SDC-method this rule does not make any sense: since

the perturbed file is the result of a probabilistic experiment, the unsafe records would

vary over each realization. To deal with this problem, an alternative approach was

suggested inRienstra (2003). In that approach, the disclosure risk is considered, i.e.,

the probability that given a scorek in the perturbed file, the original score wask as

well. By Bayes rule this can be calculated using

RPRAM(k) = P(ξ = k | X = k) =
P(X = k | ξ = k)P(ξ = k)∑K
l=1P(X = k | ξ = l )P(ξ = l )

. (5)

Assuming that PRAM is applied to (the combination of) variable(s)ξ and using the

appropriate notation, one could estimate this by

R̂PRAM(k) =
pkkTξ (k)∑K
l=1 plkTξ (l )

. (6)

Note that we usedTξ (k)/n as an estimate ofP(ξ = k), wheren is the size of the

original microdatafile.

According to the traditional threshold rule, a record is considered to be safe, whenever

a certain combination of scores on identifying variables occurs more than a certain

thresholdd. A safe record can thus be linked with at leastd records in the population

with the same scores. In case this is done randomly, the probability that the record is

linked with the correct entity in the population is less than or equal to 1/d. In other

words, the risk of disclosure would be at most 1/d.

In order to link the PRAM-risk to the traditional threshold rule, we suggest to use the

following definition: a record is considered to be safe, whenever

R̂PRAM(k) ≤
Tξ (k)

d
, (7)

whered is the threshold used in the threshold rule for the original microdata file. Since

Tξ (k) is an estimate of the population frequency for scorek of variableξ , the risk of

linking the record in the original file randomly with one of theTξ (k) records in the

population would yield a total risk of 1/d.

Note that a safe record according to the original threshold rule applied to the original

file, will be considered to be safe according to this rule as well. Moreover, the number

of unsafe records according to (7) only depends on the original frequencies and the

PRAM-matrix that is used, i.e., is independent of the realization.

4 Measures of information loss

In this section we will briefly define the measures of information loss we will use in

our experiments.
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4.1 Entropy based information loss

In Domingo-Ferrer and Torra (2001a)two measures of information loss, based on

entropy arguments were introduced. The first measure is defined as

EBIL(P,G) = −
∑
r∈G

K∑
k=1

P(ξ = k | X = lr ) logP(ξ = k | X = lr ), (8)

whereG denotes the perturbed microdata file andlr the score of recordr in G on

variableX. Note that the probabilitiesP(ξ = k | X = l ) are in some sense the inverse

of the entries of the PRAM-matrixP. We will denote these probabilities byp←lk .

The second, closely related measure based on entropy arguments, is given by

IL(P,F,G) = −
∑
r∈G

logP(ξ = kr | X = lr ), (9)

wherekr andlr denote the score in recordr on ξ in the original fileF and the corre-

spondingX in the perturbed fileG respectively. The major difference between EBIL

and IL is that the latter measure makes use of both the original file and the perturbed

file.

We can rewrite these measures as

EBIL(P,G) = −
K∑

l=1

K∑
k=1

TX(l )p
←

lk log p←lk (10)

and

IL(P,F,G) = −
K∑

l=1

K∑
k=1

Tξ,X(k, l ) log p←lk , (11)

whereTξ,X(k, l ) denotes the number of records with scoreξ = k in the original file

F and X = l in the perturbed fileG. Since intuitivelyTξ,X(k, l ) should be close

to TX(l )p←lk , we see that EBIL and IL will not differ much whenever the number of

records is large enough, relative to the number of categoriesK .

Using similar arguments as in the derivation of the estimator of the PRAM-risk, the

probabilitiesp←lk can be estimated by

p̂←lk =
pkl Tξ (k)∑K

m=1 pmlTξ (m)
. (12)

4.2 Frequency table based information loss

Often frequency tables are calculated for certain (crossings of) variables, as a first step

in investigating a microdata file. Applying PRAM obviously effects these frequency

tables, whenever one of the variables to which PRAM is applied is part of such a

frequency table. Therefore, some measures of information loss will be defined, based

on comparison of the original frequency tables with the estimated frequency tables,

using an estimate that corrects for the fact that PRAM has been applied.
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4.2.1 Relative differences

To measure the effect of PRAM on frequency tables, consider the median of the rel-

ative differences between the counts in the tableTξ based on the original file and the

counts in the estimatêTξ based on the perturbed file:

RDd = Median

{∣∣∣∣∣Tξ (k)− T̂ξ (k)

Tξ (k)

∣∣∣∣∣ , k = 1, . . . , K

}
, (13)

whered denotes the dimension of the frequency table. In this paper we will only

considerd = 1,2.

Additionally, we will calculate the maximum relative difference mRDd. Note that the

relative difference is infinite wheneverTξ (k) = 0 andT̂ξ (k) 6= 0. In our experiments,

this only occurred in case ofd = 2, with large numbers of categories for both variables.

Hence, ford = 2, we will calculate the maximum over all finite relative differences

and count the number of occurrences of infinity.

4.2.2 Additional variance

Another way to measure information loss, is to use the additional variance introduced

by applying PRAM, when estimating one-dimensional frequency tables, i.e., the vari-

ance of the estimator (3). Obviously, the conditional variance-covariance matrix ofT̂ξ
in equation (3) is given by

6
∣∣

T̂ξ
= Var(T̂ξ | ξ) = Var

(
(P−1)tTX | ξ

)
=
(
P−1

)t
Var(TX | ξ)P

−1. (14)

In Gouweleeuw et al. (1998)it is shown that

Var(TX | ξ) =

K∑
k=1

Tξ (k)Vk, (15)

where theVk are matrices with entriesVk(l , j ) given by

Vk(l , j ) =

{
pkl(1− pkl) in casel = j

−pkl pk j in casel 6= j
l , j = 1, . . . , K .

To obtain a single figure as a measure of information loss, we will use the median of

the coefficients of variation of the categories of the one-dimensional frequency table.

I.e., we will use

CV = Median


√
6
∣∣

T̂ξ
(k, k)

Tξ (k)
, k = 1, . . . , K

 . (16)

Additionally, we will calculate the maximum coefficient of variation mCV over theK

categories. In our experiments we have thatTξ (k) > 0 for all categoriesk of all one-

dimensional variablesξ , i.e., the coefficients of variation we consider, are all finite.
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4.3 Linear regression based information loss

A second type of statistical analysis that is often used to explore a microdata file, is

linear regression. Since PRAM effects categorical variables, a way to measure the loss

of information, is to consider a linear regression on a categorical variable and to com-

pare the regression coefficients estimated using the original file with those estimated

using the perturbed file.

In this paper we will consider a linear regression model, with income as the dependent

variable and a perturbed variable as explanatory variable. I.e., we will use the model

Y = E

(
K∑

k=1

βkδ(k)

)
, (17)

with Y the dependent variable income andδ(k) a dummy variable corresponding to

thek-th category of variableξ on which PRAM is applied. The regression coefficients

β = (β1, . . . , βK )
t are estimated, based on the original microdata file, by

β =
[
diag

(
Tξ (1), . . . , Tξ (K )

)]−1
Ty
ξ , (18)

whereT y
ξ (k) =

∑
r∈F Yr δξ,r (k), the sum of the response on income over all records

with scoreξ = k. When PRAM is applied toξ , the regression coefficientsβk can be

estimated using

β̃ =
[
diag

(
T̂ξ (1), . . . , T̂ξ (K )

)]−1 (
P−1

)t
Ty

X, (19)

whereT̂ξ is given in (3) andTy
X is the analogous ofTy

ξ based on the perturbed file.

The measure for the loss of information is then given by

LRD = Median

{∣∣∣∣∣βk − β̃k

βk

∣∣∣∣∣ , k = 1, . . . , K

}
. (20)

Additionally, we will calculate the maximum relative difference mLRD over theK

regression coefficients.

5 PRAM-matrices

In this section we introduce a notation that we will use to describe the PRAM-matrices

of our experiments. We will use three basic types:

• Band matricesnB(p;b), with p the value of the diagonal elements,b the band-

width (i.e., the number of entriespkl with |k − l | < b) andn the size of the

square matrix. The probability mass(1− pkk) is distributed equally over the

off-diagonal elements in the band. E.g., a 4B(0.6;2) matrix would look like
0.6 0.4 0 0

0.2 0.6 0.2 0

0 0.2 0.6 0.2

0 0 0.4 0.6


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• Fully filled matrices, with equal off-diagonal elements, denoted bynE(p), with

n the size of the square matrix andp the value of the diagonal elements. E.g., a

3E(0.8) matrix would look like
0.8 0.1 0.1

0.1 0.8 0.1

0.1 0.1 0.8


• Fully filled matrices, with the off-diagonal elements depending on the corre-

sponding frequencies in the original microdata file, denoted bynF(p), with n

the size of of the square matrix andp the value of the diagonal elements. The

off-diagonal elements are determined using a method defined inRienstra (2003):

pkl =

(1− pkk)
(∑K

i=1 Tξ (i )− Tξ (k)− Tξ (l )
)

(n− 2)
(∑K

i=1 Tξ (i )− Tξ (k)
) (21)

E.g., withTξ = (5576,24,632)t , the matrix 3F(0.6) would look like
0.6000 0.3854 0.0146

0.0407 0.6000 0.3593

0.0017 0.3983 0.6000


Note that 1B(1;1) = 1E(1) = 1F(1) is a special case that we will denote by1. The

three basic types can be combined into block-matrices. We will denote these block

matrices by Block(m; type1; · · · ; typem), with m the number of blocks and following

m the matrix type for each block. Note that, using this construction, the diagonal

elements of a PRAM-matrix will be constant within each block, but may vary between

the blocks.

6 The empirical results

In our experiments we used one microdata file of 6 237 468 records, representing a

complete population and containing the categorical variables Gender (with 2 cate-

gories), Marital status (with 8 categories), Year of birth (with 89 categories), Place

of Residence (with 130 categories) and the continuous variable Income.

To check the effect of the different PRAM-matrices on the disclosure control, we will

use the notion of unsafe records as given in (7), with d = 100. We will check two

instances of combinations of identifying variables: ‘Place of Residence× Marital

status× Gender’ (RMG) and ‘Place of Residence× Marital status× Year of birth’

(RMY). RMG consists of 2 080 combined categories, of which 764 occur less than 100

times in the original microdata file (i.e., are rare), whereas RMY consists of 92 560

combinations, with 25 045 rare occurrences.

To check the effect on the loss of information, we will use all the measures we intro-

duced in section4.
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We will apply PRAM in two different ways: firstly we will apply PRAM to a single

categorical variable (called univariate PRAM). Secondly we will apply PRAM to three

categorical variables simultaneously and call that multivariate PRAM.

6.1 Univariate PRAM

Firstly, we will apply PRAM to one categorical variable at a time. Tables1 and2 show

the PRAM-matrices that we used for each categorical variable.

Table 1. PRAM matrices for Gender (G) and Place of Residence (R)

Name Description Name Description

G1 E(0.55) R1 Block(14;1;1E(0.8);8E(0.8);4E(0.8);10E(0.8);

G2, G3 E(0.6) 2E(0.8);15E(0.8);6E(0.8);17E(0.8);

G4 E(0.65) 24E(0.8);6E(0.8);18E(0.8);11E(0.8);1)

G5 E(0.7) R2 Block(14;1;1F(0.8);8F(0.8);4F(0.8);10F(0.8);

G6 E(0.8) 2F(0.8);15F(0.8);6F(0.8);17F(0.8);

G7 E(0.9) 24F(0.8);6F(0.8);18F(0.8);11F(0.8);1)

G8 E(0.95)

Table 2. PRAM matrices for Year of birth (Y) and Marital status (M)

Name Description Name Description

Y1 89B(0.6;2) M1 Block(2;1;7B(0.6;3))

Y2 89B(0.6;3) M2 Block(2;1;7B(0.6;4))

Y3 89B(0.6;7) M3 Block(2;1;7B(0.8;4))

Y4 89B(0.75;2) M4 Block(2;1;7B(0.8;5))

Y5 89B(0.75;3) M5 Block(2;1;7F(0.75))

Y6 89B(0.75;21) M6 Block(2;1;7F(0.8))

Y7 89B(0.8;11
2)
∗ M7 Block(3;1;4E(0.8);3E(0.6))

Y8 89B(0.8;2) M8 Block(3;1;4F(0.8);3F(0.6))

Y9 89E(0.75) M9 Block(3;1;4F(0.8);3E(0.6))

Y10 89F(0.75)

Y11 Block(3;24E(0.6);61E(0.75);4E(0.6))

Y12 Block(3;24B(0.6;5);61B(0.75;21);4B(0.6;2))

Y13 Block(3;24F(0.6);61F(0.75);4F(0.6))

Y14 Block(3;24E(0.6);61B(0.75;21);4E(0.6))

Y15 Block(3;24F(0.6);61B(0.75;21);4F(0.6))
∗ Non-zero elements atpkk, pkk+1, k = 1, . . . , K − 1, pK K and pK−1K .

6.1.1 Disclosure control

To measure the effect on disclosure control, we will count the number of unsafe com-

binations, as defined in (7), that will be left after applying each PRAM-matrix. Obvi-

ously, in case of applying PRAM to the variable Gender, we will not consider RMY,
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since the number of unsafe combinations in RMY will not be changed in that case.

Similarly, we won’t consider RMG in case of applying PRAM to Year of birth. In

Tables3 and4 the results for the different PRAM-matrices are given.

Note that, since the PRAM-risk only depends on the transition probabilities and the

original frequencies, the two identical matrices G2 and G3 for Gender, yield the same

number of unsafe combinations that will be left after applying these matrices.

Table 3. Number of unsafe combinations after applying G- and R-matrices

RMG-unsafe

Matrix (764 before PRAM)

G1 686

G2, G3 695

G4 704

G5 712

G6 729

G7 748

G8 754

RMG-unsafe RMY-unsafe

Matrix (764 before PRAM) (25 045 before PRAM)

R1 708 20 354

R2 706 20 336

Table 4. Number of unsafe combinations after applying Y- and M-matrices

RMY-unsafe

Matrix (25 045 before PRAM)

Y1 19 840

Y2 19 789

Y3 19 395

Y4 20 644

Y5 20 609

Y6 19 453

Y7 20 856

Y8 20 867

Y9 18 659

Y10 18 653

Y11 18 191

Y12 19 518

Y13 18 182

Y14 19 518

Y15 19 518

RMG-unsafe RMY-unsafe

Matrix (764 before PRAM) (25 045 before PRAM)

M1 462 14 380

M2 277 13 184

M3 362 18 030

M4 356 18 507

M5 230 18 086

M6 235 19 189

M7 658 17 677

M8 659 17 360

M9 658 17 360

The results on applying PRAM to Gender show that the number of unsafe combina-

tions decreases as the transition probabilitypkk increases. Indeed, since a large value

of pkk yields a high probability that an observed score equals the original score, this is

what one would expect. The same effect is apparent comparing M2 with M3, M5 with

M6, and Y1 with Y4 and Y8.

In most cases, increasing the number of nonzero elements in the PRAM matrix de-

creases the number of unsafe combinations. Moreover, in case of fully filled matrices,
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the exact distribution of the probability mass over the off-diagonal elements does not

seem to matter much. See e.g., R1 and R2: they only differ in the distribution of the

mass over the off-diagonal elements within each block, whereas the number of unsafe

combinations is virtually the same.

6.1.2 Information loss

In Tables5–8 the results concerning the measures of loss of information as given in

Section4 are given. In the columns marked ‘# Inf’, the number of infinite relative

differences is shown.

As predicted in subsection4.1, the results show that in our experiments the loss of

information according to EBIL and to IL does not differ much. Moreover, larger di-

agonal probabilitiespkk yield a smaller loss of information, according to the same

measures. This is apparent comparing all the results concerning Gender, as well as the

results concerning M2 and M3, M5 and M6 and Y1, Y4 and Y8.

From the results it is also clear that the stated median relative differences are quite

small. However, very large maxima are found as well. These extreme values are linked

with cells with very small original frequency counts: for these cells a small absolute

difference can be a large relative difference. Moreover, since we used an unbiased

estimate for the frequency tables, small cell counts will occasionally be estimated with

negative values.

To put the number of infinite relative differences shown in the results into perspective,

the number of empty cells in the frequency tables concerned, are 3 inG × Y, 232 in

Y × M and 2 547 inY × R.

The difference in the measures of information loss when using the identical PRAM-

matrices G2 and G3 seems quite large. However, in case of the one-dimensional rela-

tive differences, e.g., both 95% confidence intervals overlap.

Increasing the number of nonzero elements in the PRAM matrix, does not have a

clear effect on the measures of loss of information: in some instances of the PRAM-

matrices, the loss of information increases, whereas in other cases it decreases for

the same measure of loss of information. On the other hand, using one instance of a

PRAM-matrix, the effect on the different measures is not the same either.

6.2 Multivariate PRAM

In order to observe the effect of applying PRAM to several categorical variables at

the same time, we applied certain combinations of the previously mentioned PRAM-

matrices simultaneously. The combinations we used are given in Table9.
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Table 9. Combinations of PRAM-matrices

Name Combination

PRAM1 Y6 G6 M7

PRAM2 Y11 G2 M3

PRAM3 Y14 G3 M2

PRAM4 Y12 G8 M4

PRAM5 Y13 G5 M9

PRAM6 Y15 G7 M8

PRAM7 Y10 G1 M6

PRAM8 Y8 M5 R2

PRAM9 Y7 M1 R1

6.2.1 Disclosure control

In Table10the number of unsafe combinations after applying PRAM to three categor-

ical variables at the same time are given. Again, only two combinations of identifying

variables are considered: RMG and RMY. On average we see that applying PRAM

in a multivariate way, the number of unsafe combinations that is left, is smaller com-

pared to the univariate applications. However, we would like to stress the notion that

only comparing the unsafe combinations is not fair: this should always be related the

amount of information that is lost.

Table 10. Number of unsafe combinations after applying PRAM

RMG RMY

Name (764 before PRAM) (25 045 before PRAM)

PRAM1 652 14 911

PRAM2 323 13 982

PRAM3 245 10 736

PRAM4 353 15 593

PRAM5 652 13 196

PRAM6 656 14 682

PRAM7 221 15 639

PRAM8 226 13 541

PRAM9 411 11 643

6.2.2 Information loss

We will not consider all measures of loss of information in case of multivariate PRAM,

but only state the results concerning the measures EBIL and IL, and the results on two-

dimensional relative differences in case PRAM is applied to both variables. I.e., in

case of PRAM1 (PRAM applied to Year of birth, Gender and Marital Status), we will

consider the two-dimensional frequency tablesY ×G, Y × M andG× M . Tables11

and12show the numerical results.
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As we expected, the loss of information according to EBIL and IL is larger compared

to the univariate results. This is due to the fact that there are many more categories to

consider. Indeed, when applying PRAM to Year of Birth, Marital Status and Place of

residence, there are 89× 8× 130= 92 560 combinations of categories to consider.

Since the definitions of EBIL and IL consist of sums of terms including logp←lk , this

yields a large value for these measures.

If we want to compare univariate PRAM with multivariate PRAM, we will have to

take both the level of disclosure control as well as the amount of information that is

lost into account. We expect that applying multivariate PRAM with the same level

of information loss as a univariate application, will yield a higher level of disclosure

control.

The closest values for EBIL in case of univariate and multivariate PRAM are the ones

corresponding to Y3 and PRAM4. If we then look at the number of unsafe RMY-

combinations, we see that PRAM4 has 3 802 unsafe combinations less (about 20%),

even though the EBIL value is 12% larger than in case of Y3. I.e., even though the

loss of information is larger, the level of disclosure control is higher as well. Moreover,

since the univariate application with Y3 has no effect on the unsafe combinations in

RMG but the multivariate application with PRAM4 does have, PRAM4 outperforms

Y3 in that sense as well.

Similarly, considering the information loss according to the relative differences, the

overall loss of information is larger for the multivariate cases. This is not surpris-

ing: both variables in the frequency tables have been perturbed in the multivariate set-

ting, whereas in the univariate setting only one of the spanning variables is perturbed.

Hence, more cells are effected more seriously.

However, if we take, e.g., the tableG × M in case of G2 and PRAM4, the median

relative differences are 0.71 and 0.70 respectively, whereas the number of unsafe com-

binations in RMG is reduced from 695 for G2 to 353 for PRAM4. Additionally, in

case of PRAM4 the number of unsafe combinations in RMY is reduced as well (from

25 045 to 15 593), whereas in case of G2 there is no effect on the number of unsafe

combination in RMY. So, with more or less the same loss of information the multivari-

ate case has a much higher level of disclosure control.

To put the number of infinite relative differences into perspective again, the number of

empty cells in the original two-dimensional tables are 232 forY × M , 3 for Y × G,

2 547 forY × R and 158 forM × R.

7 Summary and conclusions

PRAM is a method to deal with disclosure control when disseminating microdata.

This method was introduced in 1997, but has not yet been applied extensively. This is

partly due to the fact that there is little knowledge available on the effect of PRAM on

disclosure control or on the loss of information it induces.
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The method is defined in terms of transition probabilities, summarized in a PRAM-

matrix. In this paper we investigated the effect of different distributions of the tran-

sition probabilities, on the level of disclosure control as well as on the amount of

information that is lost when applying PRAM. Several instances of PRAM-matrices

have been applied to a specific microdatafile, both in a univariate as well as a mul-

tivariate setting. Several measures of loss of information have been calculated along

with a measure for the level of disclosure control. The different instances resulted in

different effects. In most cases, increasing the number of non-zero elements resulted

in a decrease of unsafe combinations. However, its effect on the measures of loss of

information was not unambiguous: some measures gave rise to an increase of loss of

information, whereas others yielded a decrease. This indicates that it might be desir-

able to let the choice of PRAM matrix (or matrices) depend on the intended use of the

microdatafile. To compare the results of the univariate and the multivariate application

of PRAM, we should take into account both the effect on the level of disclosure con-

trol as well as on the loss of information. Indeed, one should only compare situations

with either a comparable level of disclosure control or a comparable amount of loss

of information. The results indicate that it seems possible to achieve the same level of

disclosure control, with a lower loss of information, when applying PRAM in a multi-

variate way. Or, equivalently, to achieve the same amount of loss of information, with

a higher level of disclosure control.

In our experiments, we used block matrices, with equal diagonal elements within each

block. An obvious alternative would be to allow for a variation in the diagonal ele-

ments within each block. These diagonal elements might be chosen depending on the

disclosure risk associated with that category. However, since that risk is related to com-

binations of categories of several variables, this becomes quite complicated, especially

when applying PRAM in a multivariate way. This is a topic for further research.

In this paper, the effect of several different PRAM-matrices on the disclosure control

as well as on the information loss is discussed. Ideally one would like to use an optimal

PRAM-matrix in the sense that, given a predefined level of disclosure control, the loss

of information is minimized. Since our results show that this depends on the exact

measure for loss of information that is used, a more generally applicable measure is

asked for. A possible candidate would be to use the (Hellinger or Kullback-Leibler)

distance between the empirical distribution of certain variables in the original file and

the empirical distribution of the same variables in the perturbed file. This is again a

topic for further research.
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