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Summary

Enterprise websites areromisingsourceof informationfor officialbusiness
statistics In that context it is important to know the linkage between business
website addresses (URLs) and a business population frame: the general business
register(GBR)More specifically we are interestedn the 'domain; which is gpart of

the URLWithin their GBR Statistics Netherlands Isalready obtained domains for
about one third of the legal units fromme Chamber of Commer¢€OC). Legal units
haveprovided those domains when they registered at the COC.

As a firststepto update the currently available domains we have linked an external
data set, obtained from the company DataProvi@@P)to the GBR. The data were
linked by exact linkage using the domains #eghl unit identificatiomumbers.As

the next step, we havdevelopeda URL finding methodology, which is basedon
supervisednachine learning approachVe have limited ourselves to legal units that
are oneto-one linked to enterprises anw enterprises with 10 or more employees.

We first created a labelled sef legal units, split up into ‘websitetégal units from

the COC, 'website+' legal units from &Rl ‘website' legal units'website+'legal
unitsare legal units with a known domain and ‘websitegal units are legal units
known to have no website oF the latter, one of the sources were respondents to the
ICT survey. Next, we useontact informationof legal units in the GBRuch as thie
legal name and addresand automatically searad for URLs using Google APtis
resultedin a set of candida domains for each legal unit. Next, a machine learning
modelwas trained, using the labelled set, to predict the probability that a candidate
domain corresponds with theorrect domainWe then select the domain with the
highest probability!f this probability is above a particular threshold we consider the
candidate domain to be correeind otherwise we consider it to be incorrect.

The URL retrieval modedsulted in an average F1 score of 0.80 over laine|
categorieswhen the candidag domain with the highest probabilitghe top-one
domain was selectedWe conclude the paper bgliscussgvarious possibilitieto
improve the URL retrieval model.

Keywords
Machine learning linkage, URL retrieval, domain, General Business Register
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1. Introduction

Internet is a promising source of information for offidiaisinessstatistics For
instancebusiness websites could be used to extract up to datetact informationof
businessedr-urther one might use the information from website texts teess the
economic activity of businesses (Berardi et al., 2015). Statistics Netherlands is
interestedto usewebsite textinformation to clasdy the population of businesses by
characteristicghat not systematically collected in administrative data. lagkes of
such classifications are whether a businessrisvativeor not (Van der Doef et al.,
2018, whether it concerns &amily businessesr not (Bosch et al., 201&)nd

whether abusinessesas awebshopor not (Oostromet al., 2016)

The interesty Statistics Netherlands use website text information to derive new
classification variables in business statistics was the motivation for the current
discussion papefFor many applications of the use of website information in official
business statifcs, it isimportant to linkwebsite addresse@JRL) to a framethat
contains the population aftatisticalbusiness unitsThis frame is further referred to
as theGeneral Business Regis{&BR) The base unit type, from which the statistical
units area composite, is the legal unit. Legal units are units that register at the
Chamber of commerce (COC) when they start as a busifiesgefore, m the current
paper, we are interested to derive the link between a legal unit atdRLWebsites
also regulaly display a legal number.

One important statistical unit is the enterprise. The enterprise is the statistical unit of
the short term business statistics, which is an indicator of the economic business
cycle andt isthe statistical unit of thdnformation and Communication Technologies
(ICT survey which is a survey oif use by businesseb the present paper & will

use thsICT survey asne of thesources to identify units without a URdince this

survey asks enterprises whether they have a welwsiteot. Unfortunately, the URL
itself was not asked for in the year that we used their datse ICT survey is limited

to enterprises with ten or more employees, we will therefdadso)limit ourselves to
legal units that are related to an enterprise with ten or more employees.

Additionally, we havetwo more limitations to the sape of this study. First of alis a
starting point for developing a methodology linking URLSs to a seatistal units,

we limit ourselves to one of the most simple situations: the case where we seek URLs
of legal units that are otto-one related to an enterprisdn practice, many of the
smallerenterprises have a onm-one relationship with degalunit, so this starting

point is relevant for the practice of official statisti@&cond, we limit ourselves to
one-to-one linkages between a single URL to a legal unit. In fact, some of the legal
units may be related to multiple websites. For instance, déifémwebsites may

concern different products or different establishments (local units) of the same legal
unit. Also the opposite may be true: one website may relate to multiple legal units.
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Currently, forabout onethird of thelegal units in the GBR that are related to an
enterprises a URikrecorded This URL has be@btained from theCOC, that
registers the URLof businessedPart of he URL& the GBRare outdated, since
businesses usually do not provide updateformation to the ©C.

As a first approach to update the currently available URLs and to add new URLs we
havelinked an external data set containing domsénd contact information to the
GBRThese external data were obtained from the company DataBesyand are

further referred to as DP datdhat approach has been takbefore by Oostromet

al. (2016).As a subsequent step, we seledill legal unitswithout a URL fowhich

we aim to finda URLThoselegal unitsare referred to as the targdegd units. For

each of thosdegal units we use the contact information to search for URLs through
a search engine. In the present paper, we refer to the latter approach as URL finding.
An advantage of URL finding is that it can be applied to populatiaigiifier from

the ones found in the GBR and that it can be used to find URLs which are additional
to URLs found in external data sets. Another advantage is that when the external
data suffer from undercoverage compared to the GBR or when the data contain
errors in the identification variables, resulting in erroneously missing linkages, URL
finding can be applied to the remaining units.

Using contact information to search ftre website of a targekegal unitwill often
result in multiple search result&ach combination of a URL search result with its
targetlegal unitleads to a candidate pair for linkaggubsequentlypne aims to

select the true linkage among the candidate pairs. This true linkage issf¢scedto

as amatch.One approach to select the true linkage match)Jamong a set of
candidate pairs is probabilistic linkage, see Felligi and Sunter (1969), Hertzog et al.
(2007) and the literature overview in Ariel et al. (2014). Probabilistic linkage
particularly useful when there is not necessarily a full similarity between the
identificationvariablesin the two sources that are to be linked. In our situation there
is often no full similarity between theontact informaton of targetlegal unitandthe
contact information oftandidatewebsites in the search results.

Probabilistic linkage is an unsupervised method in the sense its model parameters
can be estimated without having a samplepafirs that are labelled to bede or false
links. A disadvwatage however is that it relies on a rather strong assumption. The
availability of a set of labelled examplesn be used tamprove the accuracy dhe
selection which candidate pairs are a true I{fikiotg 2016. Given the presence of
these labels, onean use a supervised learning method to estimate the probabilities
that candidate jairs are a tre link or not.Examples ofising supervised machine
learning for linkage of data sets are Cochinwala et al. (2001) and Christen (2008).
the current paper, & alsouse asupervisedmachine learning approach. We make
use of a set of already known URBsach an approach has been used before by
Barcaroli et al. (2018)s part ofan European Project (ESSnat)big data. The
objectives of the current papeareto develop a URL finding methodology and a first
version of tooling to apply ifThe methodology is generic and can also be used by
other NSls.
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The remainder of this paper is organised as folldw&ection2 we describethe
general approach used in the present pagarsection 3 the data used in the current
paperis describedin the Sections 4 we describethe designtraining, selectionand
testingof the machine learningnodel.Finally, in sectioid we discuss the main
findings, points for improvement and give directions for future research.

2. General approach

Forthe process of searchingRIs for legal unitsfor which we currentlydo not know

their URL, we use supervisednachinelearningapproach More specifically, we are
interested to find the so called 'domaipart of the URL, which is further explained in
section 4. In the current section we limit ourselves to the most important steps,
drawn inFigurel. The exact procedure and their results are presented in subsequent
sections.For the remainder of this paper we distinguish among two groups of legal
units: a) legal units that (in reality) do not have a website, b) and legal uaitgith
reality) do have a website. These two groups are referred to as the ‘webaitd
'website+' legal units respectively.

| Legalunts win imown URL (GER) |
| i

Machine kearning

U ity e chine k g
A sabentd — T 0]
Start | £ T Ready

Train and Test

LRL Finding

__ Descripion By N
| e e o | For every legal unt =
I urits with unknown H | ——" Sa) i
|| URL (GER) [ o N Select domain

H H Ye | 1

{ o :
Use (ML) Select domain with
—» —
O—b Google search model highest probability
Start i T

Selected domains

»{_DSuficient qualty?  ~ k4
| | Ready
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| \ » Reject doemain

Predict

Search resuts Predctions Rtjctod domains

Figurel. Steps in URL finding.

We distinguish two phasea'train and test phaseand a'prediction phasé, shown

by the two lanesn Figurel. We start by creating a sample lefyalunits of the
population which are to be used in the labelled 3&® sample fom the population
of and 'website+' legal units and we identify a set of 'webslegal units see section
3. Next, we use contact information, such # legal name and the address and
automatically search fodRLsising Goolp APl1We select the domaimpart of the
retrieved URLand keep the set of unique domaifsee sectiort). Those domain are
also referred to as candidate domaifi$ienwe derive and ordea number of
features to be used in machine learning modsksg sectiorb). Next, we train
different machine learning modets predict which of the candidate domains of a
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legal unit corresponds to theorrect domain The besperformingmodel will be used
in the prediction phasésee sectiorf). In the predidbn phasewe searchdomainsfor
legal unitsfor which wedo not yetknow their website using the samapproach as
described in sectiod and 5.Theappliedmodel returns an estimated probabilitg

be thecorrect domairfor eachcanddate domain Wethen selectthe candidate
domainwith the highest probability. If this probability is abovearticularthreshold
we then consider thelomainto be correctotherwise we consider it to be incorrect.
As a possible refinement for the future, one might define two thresholds and when
the estimated probability is in between those two thresholds oreds tomanually
validatewhether the selectedlomain is a matclor not.

3. Prepare a labelled set

The first step 'prepare a labelled set' consists of the sub steps:

-add known URLSs tihe population frame, section3.1
- select the target population section3.2
- sample from the 'website+' legal units and derive section3.3

'‘website-' legal units.

3.1 Add known URLs to the population frame

In the present papenyve haveused the GBRf 1 May 2018. Itontains¢® million

Dutch legal units and 8tmillion of them are related to an enterprise, sd@ablel.

The remaining 0.8 million legal units are not related to an enterprise, which usually
concerns legal units of which the corresponding enterprise has ceased its activities
Sometime it concerslegal units that belong to a foreign enterprise, laue present

in the GBR because they appear in one oftauisystems.

For aboutr@® gmillion of the¢8tmillion legal units, there is a URL registered from the
COC (see the second columrilablel), which is slightly less than one third of the
total number of legal units. Not all of those URLs are unique: for some of the
enterprises that consist of multiple legal units, the same URL is registered for all
underlying legal units. For other enterprises with multiple legal units, URLs are
uniquely linked o specific legal units underlying the enterprise. It is unclear yet
whether this has simply been reported this way to the COC or whether there is
another reason for this difference.

As explained in the introduction, we limit ourselves to legal units #matoneto-one
related to an enterprise (in other words enterprises which are composed of one legal
unit). Furthermore, we link one URL per legal unit. The GBR contpéhaghillion

legal units that are on¢o-one relate to an enterprise, of whiah ¢ fhousand had a

URL from the COC apdp thousand had a URL obtained from DP data using exact
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linkage, that was not yet available from the COC; see the penultimate column in
Tablel. Furthermore, we limit ourselves to enterprises with 10 or more employees.
We obtainedp g¢housand legal units that were ore-one related to an enterprise

with 10 or more employees, see the final column of Table 1. Of those 62 thousand
legal urits, there were more than 35 thousand legal units with an URL from the COC.

Tablel. The total mmber of legal unit&ind thosefrom which we know that they
havea website vebsite+) subdivided by source of the URL. The final column refers
to the target population.

Legal units Legal units  Legal units Legal units
relatedto  1:1related 1:1 related

an to an to an
enterprise enterprise  enterprise
10 EMP
Total 2832410 2007 309 1685 054 62 235
‘Website+' legal units NA 801 784 697 354 43 387
'Website+' legal units, 752 544 627 892 560 819 35154
from COC
'‘Website+' legal units, 172 729 147 971 118 273 7895
from DP not from COC:
exact linkage on LU 1D
number
'‘Website+' legal units, NA 25921 18 262 438

from DP not from COC:
probabilistic linkage
NA = not available, EMP = employees

3.1.1 Link DP data to the GBR

In order to have more URLse linkedURLSs fronDP. DPscrapes websitesoncerning
domains froma largenumber of countries on a monthly basi/e obtained data

from April 2018 From those websites, DP provided identification variables such as
the legal unit identificatiomumber, the business name, email address, phone
number and so on. Unfortunately, themas a considerable amount of missingness
for those variablesn the DP dataseeFigure2. DP selected URLSs that were likely to
belong toDutchbusinesses by checkimghether the values of thédentification
variables mathed with those known fromegisteredDutchbusinesdists. They
restrictedthe URLSs taelevant toplevel domainsuch as ".nl', .com' and ".eu’

The DP data consisted o& million unique URLShose URLs were linked to the legal
units in the GBR with that are related to an enterprise, in three steps (Heemann,
2018). In the first step, URLs of the DP data were linked, by exact linkage on URL, to
the 628 thousand legal units with a URL in the @BRwere obtained from the COC.
This resulted in 307 thousand linked unique URLs. Second, we linked the URLs in the
DP data by using the legal unit identification number (if present). The legal unit
identification number was available for slightly moreth25 per cent of the DP URLs
(Figure2). In this way, we obtained 148 thousand legal units with a URL from DP that
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did not yet have a URL from the COC, see the fawsthx second column ifablel.
Thirdly, URLs of the DP data were linked to the GBR, by using a combination of
probabilistic linkage with machine learning. This way ddgitéonal 26 thousand legal

units with a URL were obtained, see ultimate row x second colurffiabiel. In

total, we obtained 802 thousand legal units with a URL (see the second row x second
column inTablel), which corresponds to approximately 40 per cent of the total
number of legal units with an enterprise.

URL-

Streetname-

PostalCode-

PhoneNumber-
Source

B GBR

HouseNumber-

IdentificationVariable

EmailAddress-

Companyname-

LU_id-

0 025 0.50 0.75 1.00
Value

o-

0.

Figure2. The fraction of cases withvailade data for eightidentifying variables that
are both present in th®Pdata and in the GBR.

From the total 0fL48 thousandegal units related to an enterprise with a URL from
DP that was not already obtained from COC, there vpepethousand with oneto-

one related to an enterprise and¥thousandof them referred to an enterise of 10
or more employees (see the third roof Tablel). Similarly, for the probabilistically
linked URLSs the corresponding numbers were 26 thousand, 18 thousand and 438
legal units (see the fourth row dfablel). In total there wereslightly more than 43
thousand'website+'legal unitsn the target population(second rowx final column of
Tablel).

3.1.2 Link the ICT survey to the GBR
In the present study, we selected as ‘websitegal units those legal units that
fulfilled two criteria:they do not belong to the ‘'website+' legal units and the

corresponding enterprise in the ICT survey responded to have no URL, based on the
ICT survey of 2017. This ICT survey had a total sample size of 10 732 enterprises with
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8 909 respondents, of which 845smonded to have no URL. We linked those 845
respondents to the legal units with a o#ie-one relationship to an enterprise and
obtained 279 legalinits that fulfilled the two criteria.

3.2 Division over the NACE codes

The division of the number of legal unitsthe targetpopulationby economic sector
is given inTable2. This is further partitioned into the 'website+' and 'websitéegal
unitsand by source of th&JRLsThe table shows that the total number of URLSs from
COC in the target population is larger than théreen DP DP added B.thousand to
the 35thousand URLs had beebtained from COC alregd

Table2. Number oflegal unitsin the target population by economic sectetter of
the NACE codejivided over 'website+' and 'websitelegal units

Economic ) . No URL in  'website'
Total 'website+'legal units .

sector ICT survey legal units

URL

from .

URL from ;:fn: DP Zf‘;‘;rtimg
cocC not o
DP criteria

from

COC
A 1963 601 473 364 1 0
B 69 40 29 8 0 0
C 8060 4840 3354 1199 124 33
D 81 27 22 13 6 4
E 297 173 119 32 5 2
F 4760 2607 1715 899 56 15
G 13463 7190 5030 1528 149 48
H 3410 1568 1112 526 81 40
I 4709 2132 1803 764 39 18
J 3033 2051 1292 198 66 16
K 1113 570 393 114 14 6
L 747 455 325 79 10 3
M 5791 3686 2785 619 105 30
N 4862 2626 1752 662 152 56
0] 555 517 506 11 0 0
P 1937 1453 1298 117 1 0
Q 4599 2995 2474 449 33 7
R 1423 872 716 148 0 0
S 1363 751 643 165 3 1
T 0 0 0 0 0 0
U 0 0 0 0 0 0
Total 62235 35154 25841 7895 845 279

The proportion ofwebsite+'legal units varied considerably economic sector. The
highest proportions of legal units withveebsite were found irsector O "public
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administration anddefense compulsory social securitgndin sectorP'education’.
The smallest proportions were found in sector A 'agricultdoeestry and fishingand
D 'electricity,gas,steam and aiconditioning supply.

The proportion of ‘website legal unitsvas very smallOne of the reasons is thitte

ICT survey concerns a sample of the populafidre largest absolute numbers of
‘website-' legal units were found in the economic sectors G 'wholesatkratail

trade; repair of motor vehicles and motorcycles', H 'transportation and storage' and
N 'administrative and support service activities'.

Note that there is a large group of legal units that are neither attributethto
'‘website+'legal unitsnor to the ‘website' legal units This concerns legal units of
which wedo not know yet whether they have a website not.

3.3 Select units from the target population for the labelled set

From thetarget populationdata, summarised in Table 1, wampledunits for the
labelled set as followdzrom the 'website+' legal unitsevandomlyselected 1501
units with a URL from CG@d 1499 units with a URL from DHirthermore, we
selected all 279 'websitelegal units

Theunits for the labelled set were gptandomlysuch that 70% was put in the
training set and 30% in the test set. Let the paird) denote the number of units in
the trainingsset and in the test set respectively. This pair was (1037 feiGdhe
'‘website+' legal units from COC, (10838) for the'website+' legal units from DP,
and (197, 82) for the 'websitdlegal units.

A part of the process of sampling the legal units is that we checked the validity of the
URLSs of the 'website+' legal, by visiting the websites (automated). Wl filat for

191 of the 3000 legal unithe websites resulted in http error codes 4xx (Client error)
or 5xx (Serveerror). For all legal units with such an error, we kept the original URL in
the labelled set. We did not drop those units, since we aresooé why we oldined

that error, it might be just a temporary technical erréiurthermore, some of the

URLs were redirected to another addreBsr those unitsve keptboth the original as
well asthe redirect URL, sindsoth UR.s may be retrievedihen ore searctes for

URLSs of legal units.

4. URL search

The next step 'URL search' consists of the sub steps:

- select contact information, section4.1
- search URLSs on internet, section4.2
- analyse the usefulness of the different queries. section4.3
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4.1 Select contact information

The GBRhformation from the labelled set contains a large number of variables, of
which we used a limited humber in the present study. From the enterprise, we used
the main economic activity codind the number of employee3hat code was used

in the machine leming model and the number of employees was used to select the
target population.From the legal unit we used its identification number for the
linkage with the DP data.

Furthermore, from the legal unit we used the following contact information:

T legal name

T trade name

Additionally, we used address information from an establishment, that is a local unit,
underlying the legal units. A legal unit consists of one or more establishments. We
selected the address of one establishment per legal unit, usindpiteving

approach. First we selected the main establishment. A business determines itself,
which establishment they consider to be their main establishment. For those legal
units for which no unique establishment was obtained yet, we selected the salcalle
contact person. The contact person is the establishment where the top of the
ownership of an enterprise or enterprise group is located. From the selected
establishments we used the variables:

T street name

I house number

T municipality

I postal code

T phone number

T postoffice box number.

4.2 Search URLs on internet

We formulatedsix search queriesontaining contatinformation of the legal unit

that were automatically applied vithe Googlecustom search engin&P| seeTable

3. In query numbeb we add 'inanchor: contact’, this means that one searches for an

anchor textthat contains the wordcontact. Ananchor text isatext behind which a

hyperlink is hidden. Wwill explain the meaning of theomponent-a A i S XU A GKA Y
the search queries at the end of this section.

After applying the search queries for all of the sampled legal units we store the first
10 search results per query. Note that sometimes fewer than 10 search results are
returned, so 10 is the maximum number that is stored. In total we store up to 60
seard results per legal unit. Each search result consists of the texts within feur so
called search locations, namely the title (purple texFigure3), the URL (green text

in Figure3), the snippet (black text dfigure3) and PageMap. PageMap are inVisib
blocks of JSON that summarise the webpage and contains metadata about the
webpage.
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Table3. Search query types
Query type Description
(legal name or trade name) + 'conta¢t-site:..'
(legal name or tradeame)+ street name + ‘contact -site:..'
(legal name or trade name) postal code + 'contaet™site:.."
Street name + house number + municipatitysite:..'
(legal name or trade name) “site:..'
(legal name or trade name) 'inanchorcontact+ -site:.."

g b~ W N BEFL O

VDL Bus Valkenswaard bv - VDL Groep

www.vdlgroep.com » Divisies » Bussen » Touringcars «

VDL Bus Valkenswaard produceert luxe touringcars, VIP-bussen, streekbussen en voert speciale
projecten uit.

VDL Bus & Coach - Home

www vdibuscoach com/ - Vertaal deze pagina

VDL Bus & Coach expands zero-emission range with MidCity Electric ... Delivery of 2 VDL Citeas
LLE-99 Electric for Arriva ... 2017 © VDL Bus & Coach bv

Coaches - Contact details - Used vehicles - Public transport

Figure3. Example of two search results

When applying our approach for the first time we found ttia¢ URL obur search
resultsoften concerned secalled business directory websitd3usiness directory
websites are websites that contains listings of businesses such as the yellow page
websitesand phonebook websites. Since we aim to focus on (specific) business
websites, we consider links to those sites as mismatdnesach searciquery
applied we excluded a list of directory websites. This list was constructed from
preliminary resultsand conssted ofdomairs that were foundnore than60 times in
the collection of search resulfsr the first1000 legal unitsvithin our sample So ifa
domainoccured more than60 timeswe were sure that they refered to at least two
different legal unitsFinally, after we searched for all legal urniitghe labelled set,
we againremovedthe search resultgeferring to the samelomainmore than 60
times.If the samedomainwas found fortwo or more legal units, the search results
linking to thesedomairs werealsoremoved.

https:// video. google. co. uk/ videoplay ? Docid = 724
1 2 3 4 5 6 7 8

Figure4. Terminology on structure and components of a URL. 1= prit@co
subdomain3: domain 4: secondevel domain5: top-level domain6: path, 7:
parameter, 8: parametewvalue.Many websites usevww' as their subdomain to
indicate'world wide web'but this isnot mandatory

Finally, from each URL we derived the 'domain’ part,Figere4 for the different
parts of an URL. We will consider a searched URL for a legtd beicorrect when
its domain is identical to the domain of the URL in the labelled set for the
corresponding legal unit.
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4.3 Analysis of usefulness of different queries

For a limitedhumberof the legal units for our labelled set, we did not retrieve any
search results, se€able4. For the legal units witla URL from the COC atitbse

with a URIlfrom the DP data, no search results were obtained due to a technical
error. This technical error wasther due tothe Google API or due toreetwork error.
For te five legal units with no URL according to the ICT suheg was no technical
error. For the remander of this paper, wexcludedall legal units for which no search
results were obtained. We did so, because even in case of the legal units witR.no U
according to the ICT survey, we are not entirely sure that they rhallg no website

or that our search queries were incorrectiynable to finda website.

Table4. Retrieval of search results per subpopulation.

Subpopulation Number of legal  Legal units for  Legal units for
units per whichsearch which no
subpopulation resultswere search results
obtained were obtained
URL from COC 1501 1409 92
URL fronDP 1499 1408 91
No URL according to IC” 279 274 5

We analysed theffectivenes®f the different queries in finding differemomainsas
follows. First we countedor each query type, the number séarch results wére

the retrieveddomainscorrespondedo the knowndomain summed over the total of
3000 legal unitsvith a knowndomainin the labelled setRecall that each search
gueryreturns at most 10 search resgltand each search result may return the same
domainmultiple times.Different search results that share the same domain will
normally have different URLSs, for instance they can refalifferent pages of the
samedomain

The result of this analysis is giverFigure5. The top row ofFigure5, '0 correct
domainsin result set stands for the situation where we do retriegearch results

but all retrieveddomainsare incorrect. The second row stanids the number of

cases withinhe search results per query where exactly one time the comleatain

is retrieved, the third row for the number of cases where the cordamnainis

retrieved two times within thesearchresults and so orilhe sumovereach column
stands for the number degal units for which search results were obtained. This sum
was largest for query type 0 (2751) and smallest for query type 1 (2272). In all cases
this sum was smaller thathe total number of legal unitéor which at least some

search results were obtagéd, namely 1409 + 1408 = 2817, Seable4. Thus,for

query type Qfor 2817- 2751 = 66 legal units no search results were found with query
type 0, where at least ongearch result was found for that legal unit with one of the
other query types. Furthermore, for query type 1, for 282272 = 445 legal units no
search results were found for query type 1 whereas at least one search result was
found for that legal unitvith one of the other query types.
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In less than 5 per cent of the cases the correct domain was found five times or more
for a given same query type. For query type 3 and 5, the distribution of the number
of correct domains per query types was far more skewed than for the other query
types.For query type 3 and 5 in about 45% of the cases where a search result was
obtained the correct domain was not found. Furthermore, in 27 % (type 3) and 42%
(type 5) of the cases the correct domain was found only once within a query type.
The percentage afases with a correct domain sharply dropped for larger numbers of
correct domains for query type 3 and 5.

Next, we analysed to what extent the different query types were supplementary to
each other in terms of their effectiveness to find the correct dam&Ve counted the
number of queries in which the correct domain of the legal unit was found, and
plotted this against the corresponding query types in which those correct domains
were found, sed-igure6. For instance, the second rowHkigure6 shows the number

of legal units for which the correct domain was only found in one qugrg.tin most

of the cases (53 times) this concerned query type 3. In just a few cases, this
concerned the other query types. Thus, although query type 3 by itself, was not so
effective in terms of the total number of correct domains that were foukdgire5),

the domains that were found were supplementary to the other query types. The

third row in Figure6 shows the number of legal units for which the correct domain
was found in two query types. For most of the cases this concerned query type 0 and
4. This suggests that there was a large overlap in the domains that were returned
from those two query types. Als&igure5 shows that the total number of correctly
found domains was nearly the same for query type 0 and 4. For future work, we may
decideto no longer include query type 4.

5. Investigate the feature set

We will now refer tathe retrieved domains per target legal unitthe candidate

domainsfor that legal unit, that is they are candidates to be ttwrect domainWe

will use two types of features fohe machine learning model that estimattne

probability that acandidatedomainis thecorrect domairof the targeied legal unit

1 features that express the level of agreement between a contact variable of the
legalunit and text in a specific location of the search result. Thus, to what extent
does the address of the legal unit agreeith the text found in the search results?
We refer these to this type of features as 'agreement features'.

i features that quantify has well the google search engine is able to fitmnairs
for the legal unit. We refer to this type of features as 'search engine features'.

The step tanvestigatethe feature setof the modelconsists of the following
substeps:

- deriveagreementfeatures, section5.1
- derivesearch enginéeatures section5.2
- derivethe labels of the labelled set, section5.3
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- determine therelative importance ofhe features section5.4
- explore theeffect ofthe features on model performance section5.5
5.1 Derive agreement features

Inthe current section we describe how we deriMie agreement featuresin
overview of the agreement features is giverTiableb.

Tableb. Overview othe agreemenffeatures(see text)
Identifying variable Search location  Label (xxx = 'min’, 'maxmean’)

Legal name title eqTitleLegalName_xxx
snippet eqSnippetLegalName_ xxx
Trade name title eqTitleTradeName_ xxx
shippet eqSnippetTradeName_ xxx
Locality title eqTitleLocality _ xxx
shippet egSnippetLocality _ xxx
PageMap eqPagemapLocality_ xxx
Address title eqTitleAddress_ xxx
snippet eqSnippetAddress_ xxx
PageMap egPagemapAddress_ xxx
Postal code title eqTitlePostalcode_ xxx
shippet egSnippetPostalcode_ xxx
PageMap eqPagemapPostalcode_ xxx

The first step to derive thagreementfeatures was tgrocess the identifying

variables of the GB&ndthe texts of the search result$he street names which are

stored in the GBR are abbreviated. For instance ‘laan’' (English: avenue) is abbreviated
to 'In', 'straat’ (English: street) to 'str', and 'pleiEr{glish: square) tpIn'. We used a

set of rulesto restore the full street namedg:urthermore, the legal and trade names
contained abbreviations like "bv", "nv", "incorp.” and so on. We used a set of rules to
drop those parts. Next, the texts of the idéfiging variables were tokenised into

words. The texts of the search results were also tokenised into words and

punctuation marks were dropped.

After the tokenisation, for each word of the identifying variabdéshe GBRve
guantified the agreement witleach word in the search results by using the Jaro
Winkler similarity (see below). For each identifying variable we selected the
maximum similarityfor each of the applicable search locations (title, URL, snippet
and PageMapand used thamaximumasthe value of the featureFor an address or
a name which may consist of two or more words, we first computed the maximum
similarity for each wordeparately and then we took thmaximum over all
correspondingvords. We realise that in some cases this wbyewvord approach

may have overdamated the true similarity; this is a point to be jroved in future.
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TheJaroWinklersimilarityis based oran improvement byVinkler (1990) of a

method proposed bylaro (1989)This similarity measure haspeciallybeen

designedas a step irthe linkage of data sets based on names, addresses and so on.
This measure accounts foften occurring errors (typos, transpositions of characters
that are close together) when entering names and addresses and so on.

Since we are uitnately interested in finding the domains of legal units, we
summarised the above derived Jadinkler similarities at domain level. Recall that
within the set of (at most 60) search results, a domain can be found multiple times.
The same search query aghas different search queries can yield URLs which share
the same domain. Léty, stand for an estimated Jatinkler similarity of

identifying variabléQat search locatiofitand search resull . Further, let  be the
collection of search results (including duplicate if any) that share the same ddnain
For a given identifying variabl@and search locatioffive can have different values

i o, for different search resulté that share the same domai®& ~ ! ). For
instance, Table 7 shows a fictional example of three search results for a legal unit
with the legal name 'Bert's Barbershop' that share the same domain. The three
search results lead to three different titles. For each title, the -Y&rokler similarity
between each pair {title word, legal name word} is computed and its maximum is
taken to bel j, , see the pen ultimate column of Table 6. The final column shows
which word pair had the highest Jawinkler similarity. Surprisingly, we fouitiat

the JareWinkler similarity between words that share just a few characters to be
rather high. We obtained Jaid/inkler similarities of 0.55, 1.00 and 0.60. We
summarised these different values for the same domi@hy taking the minimum,

the maximumand the average value over, , withd N ! ; we denote them by
i .ip andi, respectively. In our examplé,, ™ Vi p8T Tt
andi . T ¢ These minimum, the maximum and the average valueshere

agreement features that were used in the machine learning model.

Table6. Fictonalexample ofthe JareWinkler similarity for three search results for a
unit with legal name 'Bert's Barbershop' that share theng domain (seé&ext).

result domain domain title Jaro Word pair with
(@ (Q Winkler highest JW
(i)  score

1 bb.com/main bb Welcome to our  0.55 {bert,
shop in sesamestregt
Sesamestreet

2 bb.com/contact bb Contact: Bert's 1.00 {bert, bert}
Barbershop, 26th
Sesamestreet

3 bb.com/prices bb Special prices 0.60 {barbershop
cutting and priceg
shaving
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5.2 Derive search engine features

We derived two search engindeatures. The firssearch enginéeature capturesthe

rank positionof a domainQwithin the retrieved searchiesultsfor a given target legal

unit. Letthe rank of a search result, irrespective of the underlying domain, be
denoted byi . A search result which is ranked on top is given a value df 10 (

p 7t the next one is given a value of 9 and so on, up to a value of 1. Recall that for
SIFOK tS8S3Ft dzyAld &AAE RATFTFSNBy(d [[dzSNRASE 4SNB
six times but the actual number of search results per query varies and can be smaller
than 10. Therefore we wargd to normalise the rank position, such that the results

are comparable over the different legal units. We normalidee rank position as

follows. let the set of domains for a given legal unit be denotedihyThe

normalisedrank podtion of domain'Q denoted by’ , for a given legal unit wa

computed as

i i Q)

The secongearch engine featursummariseshe frequencythat a domainQis

found within the search resultfor a given legal unitelative to the average

frequency of finding a domain for that legal unieti g sbe the number of
times that domainQis found fora given legalinit. We then compute the diffieence
betweeni andthe average number of times that a domain is fododthat legal

unit. This average numbgr , isgiven byl sTsB «i 1 . S0 a positive difference
implies that domairiQis found more frequently than the averagand a negative
difference implis that domainQs found less frequently. Because the distribution of
1 will differ for the different legal units, wenormalisel this difference, by dividing it
by thestandarddeviation ofi . Let,, denote this standard deviation, which is

estimated by, , B .1 1 . The normalised frequency for domain

sfi s
"Ofor a given legal unit, denoted iy wascomputed as:

(:1 1 1 J n (2)

Note that, the agreement features and the search engine featames
(approximatelyonthe same scale. The agreement features andrtbemalised rank
positionhave values in the range [0, 1]. Tiermalised frequenchas a mean of 0
and most of its values will deetween-2 and 2.This wy we avoided that differences
in scale causkcertain features to dominate in importance for the model.

5.3 Derive the labels of the labelled set

In section3.3we describedhe set oflegal unitsfor the labelled setNow we
describehow their labelswere derived We used a label wittwo categories namely
‘True'and'False’ From the search resulger legal unit we obtaied a set of

candidate domaingror the 'website+' legal units the lakis 'True'if acandidate
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domain equals theorrect domain(including the domain of theedirected website if
any) of that legal unit and the label iBalse'otherwise. For the 'websitélegal units
anyretrievedcandidatedomain haghe label 'False'

Recall from sectiod.3that throughout the analysis in the current paperghl units
without anyretrieved search results for all six querie®re keft out of any further
analysis This was donbecause weanrot be sure whether those legal units in
reality have nowvebsite or whether we were unable to find their website. Therefore,
we did not applytabel 'Trueto the ‘website' legal units.

5.4 Determine the relative importance of the features

We analysed the relativiemportance of the different features for predicting whether
a candidatedomain wa correct or notAll of the computed measures were based on
the values of the features (see sectibriland0) in thecollection of allcandidate
domains for all legal units in the trainingsset. Part of teasures also needed the
values of the labels in the trainingsset.

The first method we usediasto analyse the similaritpmong the features, using
Spearmans rank correlatiohe values withirach featurewere ordered from small
to large and the firsvalue (the smallest onayas giverrank numberl, the second
onerank number2 and so onSpearmans rank correlatidretween two featuress

then given as th&earson correlation coefficiewf those rank numbersAdistance
matrix wes computedbetween each of théeatures with 1 minusSpearmans rank
correlation as the elements of the matrix. Next, tHistancematrix was used in a so
calledhierarchcal clustering method (bottom up). In thidusteringmethod the
starting point is thakachindividual featureformsa separate cluster. Next, thevo
clusters with the smallest distanege joined into a newicombined)cluster. Then,

the distance matrix is recomputesiich that distance betweeacluster with the new
(combined)cluster isthe aveige of the two underlying distances. Thereafter, the
two clusters with the smallest distance are joined. This procedure is repeated until
there is just one single cluster left. The result of this collapsing procedure is plotted in
a so called endrogram, vhere the height of a join corresponds with the distance at
which the clusters were joined.

CBS | Discussion Paperecember 2019 21



eqSnippetLegalName_min
’—: eqSnippetTradeName_min
\_: eqSnippetLegalName_max

eqSnippetTradeName_max

eqTitleTradeName_min
,—: eqTitleTradeName_max
|—: eqTitleLegalName_min

eqTitleLegalName_max

zscore

seq_score_perc
eqTitleAddress_max
1 eqTitleAddress_min
_! eqTitleLocality_min
eqTitleLocality_max

eqSnippetPostalcode_min
eqSnippetPostalcode_max
eqSnippetAddress_max
eqSnippetAddress_min
eqSnippetLacality_min
eqSnippetLocality_max

Figure7. Dendrogranfor hierarchical clustering based on Spearman rank correlation
among the top 20 most important features. The labels of the agreement features are
given inTablel, the label 'seq_score_prec' equals the normalised rank position and
'zscore' equals the normalised frequency.

We found that Spearman rank correlations of fleaturei , ,i ., andi

were often very close together (not shown). We therefore decided to keep only the
minimum and the maximum variant for further analysis since they were most far
apart.

The dendrogram of the hierarchical clustering of the-&ip(as given ifrigure8)

most important features sheed first of all that the 'min' antimax' variant of an
agreement feature variable were often relatively similar, as could be expected (see
Figure7). Next the legal name and trade name were relatively similar for the title
and the snippet. Thereafter, the two search engine featwese most similar.

The second method we usedasto analysesome measure of association between
the featuresand the labelsWe used the followinghree methods

i Random foresfeature importance

i Pearson correlation

T Information gain

Random forest feature importanderandomforest modelis based on a set decision
trees. Adecision treesplits the output valuesthat it tries to predict on @mpurity
measure(Gini or entropy see Hastie et al, 2009Ve usedentropy asimpurity
measure.The smaller the impurity the more units belong to the same label category
within a node. Thus, our case, a small impurity, implies that a large proportion of
units belong to either label "True' or label 'Fal§&8ie random forest feature
importance is ddéhed as the total decrease in node impurity (weighted by the
probability of reaching that node) averaged over all trees in the forest.
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Figure8. Random forestfeature importance results (top 20).

Results of the random forest feature importance ($égure8) show that thefeature
" ('seq_score_perc') has the largest feature importance, followed kzscore').
The feature importance of the othdeature were much smaller. Of those, the two
features with the largest feature importance were the Javtinkler similarity for the
legal name in the title (maximum) and the Jakbnkler similarity on the postadode
in the snippet (maximum).

Pearson correlatiohetd be the general notation for a feature at domai@that is
used in the text minings model and let denote the label for candidate domaif
Pearson'sorrelation coefficient wa computedbetween6 andu . Pearson's
correlation coefficientdenoted by# | © b ,is given by I © h

#1 @G ¥ 6 A0 6 A0 ,where# | $hands for the covariance ared Afer
the variance.

Information gain The information gain, also referred to as the Kulllghekbler
divergence, the relative entropy and the expected mutual information, is a measure
of how one probability distribution is different from a second, reference probability
distribution. Its exacdefinition can be found in Cover and Thomas (1991). An
information gain of 0 implies that featur@ is not explanatory for the labél ,
otherwise the information gain is larger than 0.

The scores for the association between the features and thel$afor the Feature
importance, the Pearson correlation and the Information gain are givamle7. It
shows that the features can be divided into three groups. The first group, with the
highest scores, are search engine featutesandd . The second group concerns the
features that were derived from PageMap. Those features have the lowest scores
The third group concerns the remaining features, derived from the title or the
shippet. Within each of those three groups, the relative ordering of the other
features depended on the score function. Furthermore, concerning the third group,
the 'maximum'variant had often a higher ranking than the 'minimum’ variant,
exceptions being the snippet trade name, snippet legal name, snippet locality and
title locality.
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Table?7. Assocition betweenthe featuresand the labed for threemeasures

Fedure Pearson Information

Feature importance correlation gain

seq_score_perc 0.414 0.713 0.264
zscore 0.336 0.733 0.226
eqTitleLegalName_max 0.041 0.273 0.091
egSnippetPostalcode_max 0.040 0.312 0.086
eqTitleTradeName_max 0.016 0.250 0.086
egSnippetAddress_max 0.015 0.228 0.070
eqSnippetAddress_min 0.013 0.171 0.054
eqTitleLegalName_min 0.012 0.089 0.048
egSnippetLocality _max 0.011 0.241 0.071
eqSnippetLocality_min 0.011 0.142 0.038
eqTitleTradeName_min 0.010 0.076 0.045
eqSnippetPostalcode_min 0.009 0.174 0.038
eqTitleAddress_max 0.009 0.103 0.035
eqSnippetTradeName_min 0.008 0.091 0.033
eqgSnippetLegalName_min 0.008 0.075 0.032
eqTitleLocality_min 0.008 0.102 0.031
egSnippetTradeName_max 0.008 0.177 0.058
eqTitleAddress_min 0.008 0.121 0.039
eqTitleLocality _max 0.008 0.126 0.035
eqSnippetLegalName_max 0.007 0.206 0.067
eqTitlePostalcode_max 0.005 0.083 0.009
eqTitlePostalcode_min 0.005 0.129 0.018
egPagemapLocality_max 0.000 0.002 0.000
egPagemapLocality_min 0.000 0.023 0.001
egPagemapAddress_max 0.000 0.001 0.000
egPagemapPostalcode_max 0.000 0.006 0.000
egPagemapAddress_min 0.000 0.021 0.000
egPagemapPostalcode_min 0.000 0.022 0.000

5.5 Explore the effect of the features on model performance

We analysd the effect of different numbers of features on model performantége
computed the impact of adding one feature taandom forestmodel on the
performance of the model, as follows

For scoren= { 'Feature importance', 'Pearsonroglation’, Information gain'}:
Foroo phg O0d, (wherel stands forthe total number of features)
Select the topofeatures according tthe ordering scorea For
this set of features select the hyperparametefsthe machine
learning model using a fivield crossvalidation on the training
set, using Mathews Correlation Coefficient as the metric to b
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optimised. Next, we computed the F1 score of this model on
the test set, while selecting the URL with the Esgprobability
to be correct.

The metrics Mahews Correlation Coefficient and F1 score are explained in seftion
We computed the F&core for the test set for two situations. In the first situation we
usdl the labelsof all candidatedomains in theretrievedsearch resultper legal unit

In the secondsituationwe seleced the top-one domain per targefegal unit namely
the candidatedomainwith the highest estimated probability that the domain is
correct. We refer tothe first situationasthe predictionlevel'all candidatedomains
andto the secondasthe prediction leveltop-one domairt.

As expected, the F1 score ofandom forestmodel increased with the number of
features included in the modeThis holds both fothe predictionlevel'all candidate
domains'(Figure9) as well as for théop-one domain (FigurelQ). The actual F1

scores varied slightly for the three different score functions but the main pattern
remained the samef-or the'all candidate domaindévelthe F1lscore increaseffom
0.957 for a single feature to about 0.967 for abasikfeatures and therremained

stable, so the increase was relatively sniadir the'top-one domain’ levethe score
increased from about 0.74 for a single feature to slightly above 0.79 for about 5 to 6
features and sligtly decreased thereafter. Based on these resultsdecided to

keep all features in the model because we expédthat keeping the agreement
features in the model makes the results more generalisable in future. One can argue
that the additional value of the 'PageMaf@atures is very small, i.e. the finak si
features, and that those featuresan bedropped from the model in future.

0.968

0.966

0.954

Score

0.962

0.9E60

Metric
0.958 score_RF
SCOTe_pearson
score_MIC

1 2 3 4 5 6 7 8 % 101 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Mumber of features

Figure9. Effect of the number of features on the F1 score cdredom forestmodel
at the predictionlevel'all candidate domainsThe metrics refer tdRandom forest
feature importance ('score_RFBearson correlation ('score_pearson') and
Information gain (‘'score_MIC")
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FigurelO. Effect of the number of features on the F1 score cdradomforest model
at the predictionlevel'top-one domain' See also the title ofFigure9.

6. Model selecti on and testing

Given the selected set of features, as determinethiprevious step, we finally
perform two steps:

- selecta machine learninghodel, section6.1

- analyse the quality of the model predictions. section6.2

6.1 Selectamachine learning model

We compared the performance of the Gaussian Naive Bayes classifier (NB), a Support
Vector machine (SVM) and a Random Forest (RF) model. The performance measures
F1, precision and recall are explained in section 8. The macro average (macro avg) of
a performance score is the average of the scores per category, with an equal weight
for each category. The micro average (micro avg) value of a performance score is
obtained by using the number of individual cases per category, see section 8.

The hyperparametersfeach model were determined by a fifeld cross validation,
using Matthews Correlation Coefficient as the performance measure to be optimised.
The hyper parameter settings of the three models are giverabie8. When the

values are displayed as '[ ] then a range of values was used and their ultimate values
was determined by a grid search in the croa$idation procedure.

To understand the performarcof the models it is important to recall that all results
are scored with respect to the candidate domains in the retrieved search results. In
the confusion matrix we distinguish the label category from the predicted category.
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The label category denoteshether the candidate domain equals the correct domain
or not. The predicted category equals 'True' when pinedicted probabilitythat the

OF yRARIGS R2YFAYy A&

GKS O2NNBOI

13in section8 for an example of how the domains are scored.

Table8. Parameter settings of the machine learning modéhe selected
hyperparameters within a range, is giverbiold.

Model Hyperparameters Range Values
NB Smoothing: pP3ip T
class prior; learned from the data
SVM Kernel: radial
C: [1,2,35,7,1Q
Gamma: [0.01,0.02, 0.03,0.05,
0.10,0.3,0.5]
RF Number of trees in the forest 100

Criterion for quality of split

Maximum depth of the tree

Minimum number of sampleequired to
split an internal node

Minimum number of samples required t
be at a leaf node

Number of featureso consider when
looking for best split

[gini, entropy]
[2,5,10,20Non€]
[10, 20, 40, 50]
[1,5, 10, 20, 30]

[Q 0,i 1T ¢ ,m0]

Minimum weighted fraction of thesum 0
total of weights required to be at a leaf

node

Maximum number of leaf nodes No limitation
Minimum impurity decrease at a split 0
Whether bootstrap samples are used tc True
grow the tree

Out of bag samples are used to estimat False
generalisatioraccuracy

Verbosity for fitting and predicting 0
Class weights None

2Tl A &

0 stands for the total number of features

The three models clearly showed a better performance for the category 'False' than
for the category 'True' for the prediction level ‘all candidate domains', Tad#e9.

For all models, the F1 score for the category 'False' was above 0.97 whereas the F1
score for the category "True' was 0.71 (NB), 0.78 (RF) and 0.77 (SVM). The most
relevant results are the model performances at the prediction leveldop domain’,
shownin Tablel0, since we aim to find one domain per legal unit. In contrast to the

! The probability of the SVM model was estimated using Platt scaling.
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predictions for 'all candidate domains', the performance for the ‘tope domain' of

the category 'True' was better than for the category 'False’, the actual value
depending on the model. The model performances for SVM and RF were nearly the
same, whereas the performance for NB was clearly worse, especially for the category
'False'. For thealtter category, NB yielded an F1 score of 0.62, RF of 0.73 and SVM of
0.77. For the category 'True' differences between the models were much smaller,
with F1 values of 0.82 (NB), 0.83 (RF) and 0.84 (SVM). Because the performance of
SVM was slightly bettehan that of RF, we decided to use the SVM model as our

final URL retrieval model.

Table9. Performance of the modekbs the predictionlevel'all candidate domains'

Model Label F1 Precision  Recall Support
NB False 0.971 0.987 0.956 7740
True 0.714 0.615 0.850 641
RF False 0.982 0.980 0.984 7740
True 0.780 0.802 0.760 641
SVM False 0.982 0.977 0.986 7740
True 0.766 0.813 0.724 641

Tablel10. Performance of the models #ie prediction level 'topone domain!

Model Label F1 Precision  Recall Support
NB False 0.615 0.848 0.483 381
True 0.820 0.727 0.941 558
micro avg 0.755 0.755 0.755 939
macro avg 0.718 0.788 0.712 939
RF False 0.729 0.747 0.711 370
True 0.830 0.818 0.844 569
micro avg 0.791 0.791 0.791 939
macro avg 0.779 0.782 0.777 939
SVM False 0.771 0.772 0.770 392
True 0.837 0.836 0.837 547
micro avg 0.809 0.809 0.809 939
macro avg 0.804 0.804 0.804 939

6.2 Analysing the quality of fitted model

We inspected the quality of the selected model using three types of analysis: we
computed the model performance per subpopulation, we computed a learning curve
and we analysed the distribution of the predicted probabilities for tberectand
incorrectdomains.Each analysis will be explained further below.

6.2.1 Model performance per subpopulation

We computed the model performance for the selected model on the complete test
set and on three subpopulations within the test set:
T ‘'website+' legal units, witl domainobtainedfrom the COC
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T ‘website+' legal units, witlh domainobtainedfrom DP
T ‘'website' legal units

The results for the classifier performance by subpopulatibthe prediction levelall
candidate domainsshowed that the performance of thecategory'Falsewas nearly
the same for all three subpopulationseeTablell. Note that the precision fothe
‘website-' legal units for the categoryralseis 1.0by design, because wid not
include cases with categofJrue'in the current studyFor the categoryTrue', the
F1, precision and recall were better for legal units withoanainobtained fromDP
than forlegal units witha domainobtained fromthe COC.

Tablell. Performance of the SVM modaithe prediction levelall candidate
domains, for three subpopulations.

Subpoplation Label F1 Precision Recall Support
All False 0.98 0.98 0.99 7740
True 0.77 0.81 0.72 641
micro avg 0.97 0.97 0.97 8381
macroavg  0.87 0.89 0.86 8381
Website +COC False 0.98 0.98 0.99 3748
True 0.75 0.80 0.70 309
micro avg 0.96 0.96 0.96 4057
macroavg 0.86 0.89 0.84 4057
Website +DP False 0.98 0.97 0.99 3264
True 0.81 0.90 0.74 332
micro avg 0.97 0.97 0.97 3596
macroavg 0.90 0.94 0.87 3596
Website- False 0.98 1.00 0.97 728
True 0.00 0.00 0.00 0.00
micro avg 0.97 0.97 0.97 728
macroavg 0.49 0.50 0.48 728

For the 'topone domain' level, se€ablel2, we found that the recall and the F1 of

the category 'False' was better for 'website+' legal units with a domain from DP than
for those with a domain from COC. For the 'websigal units he recall had a

lower score than the ‘website+' legal units. The performance of the category 'True'
was better for the 'website+' legal units with a domain from DP (F1 of 0.89) than
those with a domain from COC (F1 of 0.82)e overall performance for fiting URLS
was quite good.
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Tablel2. Performance of th&VMmodel atthe ‘top-one domainlevel, for different
subpopulations.

Subpoplation  Type F1 Precision Recall Support
All False 0.77 0.77 0.77 392
True 0.84 0.84 0.84 547
microavg  0.81 0.81 0.81 939
macro avg 0.80 0.80 0.80 939
Website +COC False 0.75 0.74 0.75 183
True 0.82 0.82 0.82 262
microavg  0.79 0.79 0.79 445
macroavg 0.78 0.78 0.78 445
Website +DP False 0.77 0.72 0.84 129
True 0.89 0.92 0.85 285
micro avg 0.85 0.85 0.85 414
macro avg 0.83 0.82 0.84 414
Website- False 0.83 1.00 0.71 80
True 0.00 0.00 0.00 0
micro avg 0.71 0.71 0.71 80
macro avg 0.42 0.50 0.36 80

6.2.2 Learning curve

We checkedvhetherthe model results coultiave beerfurther improved by
including more learning exampled/e computed a learning curve at the prediction
level'all candidate domaingbr the F1 score, based on a fif@d cross validation
within the set of training examples.

Learning Curve for SWVC

—e— Training Score

1.00 Cross Validation Score

0.95
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0.85

Score

0.80
0.75
070
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1] 2000 4000 G000 8000 10000 12000 14000
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Figurell. Learning curve dhe prediction levelall candidate domainsising a five
fold cross validatiomn the trainingssetThe bandwidtishows the variation over
each ofthe five crossvalidation results.

The learning curve shows that the F1 score for the legal units that were held out in
each croswalidation score stabilised around 4000 training instances (red line in
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Figurell). Furthermore, the curve shows that the F1 score for the legal units in the
trainingsset stabilised 12 000 training instances. Overall it strongly suggests that the
performance of the model will hardly increabg adding more training instances.

6.2.3 Probability distribution of  correct and incorrect domains

For each legal unih the test setwe sorted the retrieved domains by their predicted
probability, from high to low. The domain with the highest predicted probability was
given rank 1the second highest was given rank 2 and so on. Next, we made a
frequency distribution of the rank numbeds the correct domains (within the set of
retrieved candidatedomains)as well as for the incorrect domainsdditionally, we
made a frequency distribution of the probabilities of the correct domains (within the
set of retrieved domains) as well as for timeorrect domains.

Thecorrect domaincorresponded irthe majorityof the cases with the predicteidp-
one domain i.e. thedomainwith the highest predicted probabilityseeFigurel2. In

a small parhowever,it corresponded with thelomainwith rank 2 the second
highest probability)Lower ranks also occurreglthough notveryoften. The
distribution of the ranks for the incorrectomainsshowed that all ranks up to about
25 occurred. The frequency of ranks peaked at rank 2 and gradually decreased
thereafter. It decreased from 2 onwards simply because the nurobkegal units
with two search resultss larger than with threeesarch results and so on.

Surprisingly, the distribution of the predicted probability for the correct domains
showed two peaks: one peak at high probabilities, ofisay & O &A m®@y and
one peak at small protilities of0 0 & O &A T (seeFigurel3). The first
peak corresponds with true positives and the second peak with false negatives. We
checked a number of units for which the correct domain had a small probability.
Those units weredund to have small values for their search engine featuread

& ) but rather high values for their agreement featurés (. So the set of units in
Figurel3that show a peak at low probabilities involve units with a domain that is
obtained at a relatively low position in the set of search results but for which their
identifying variables in the GBR agree reasonably well with those of the search
results.
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Figurel2. Frequency distribution for the rank numbers (horizontal axis) of the correct
domairs (upper panel) and the incorredomairs (lower panel)n the test set
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The predicted probability for the incorrect domain showed a very large peak at small
probabilities (sed-igurel3). Still a limited number of cases are found with
probabilities of 0.5 and higher, the false positives. Recall that this probability
distribution is computed at the prediction levall candidate domainsso by design

the number of the correct domains is equals the number of legal units with a domain
whereasthe number of incorrectly found domains is much larger.
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7. Discussion

We have successfully developed a method to search fosURdre specifically:
domains,of legal units. Our method can be appliedaimend aGBRhat contains
already a proportiorof legal units witha domain, but it can also be applied to lists of
population units for which one aims to know tdemain An example of the latter

can be found in Meertens et al. (2018) that aims to filwinains of Eiropean
webshopsOur approach is very similar to that of ISTBa&r€aroliet al.2018) who
trained amachine learning modeo find the URLs of enterprises that were part of

the ICT survey populatioi difference is that ISTAT visited the websites and scraped
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contact information from the sites. That approach is moostty andmoretime
consuming than our approach where we directly use the search results themselves.

Our method can be applied in practice, by running the (Python) toatewe
deweloped. We are currently refactoring the code in order to make it avalabl
through GitHub seehttps://github.com/SNStatComp/urlfindindt will consist of
different modules. The minimum set consists of a URL search module, a feature
derivation module and a module to appthe trained model. Possible future
extensiors could be a module to retrain the model, a module to train other
algorithms, a feature selection module and a search query analysis module.

The basienethodthat we use automatically entscontact information ofegalunits
from the COW@ia a Google APfrade and legahame address and so oilthough

the COQata are open source, avwshould be aware that Google analyses search
gueriesand might reconstruct the enumeration of legal unitoimr business register.
Of course, wavant to prevent that anyone careveal our business registae are
aware of threeprecautionsthat one cantake togreatly reduce the risk fahisto
happen.A first precaution is teearchonly for aselectionof our registerand, within

a 'search session', take this selection to be random rather than systerSationdly,
during a 'search sessiomhe can randomise the units as well as the query types over
different search enginesVithin the set of search enginesne can add search

engines where one can search anonymously. A third precaution is to mix noise into
the search queries: one can add names, addresses and so on to the search queries
that do not belong to the target population where one is interested id ane could
add query types that are meingless We leave it for future research how these
precautions can be used best in précg.

An analysis of our search queries showed gwneof the quer typeswere
complementary to each other, meaning thfatr a given lgal unitthose
complementaryquery typesresultedin differentdomainsthat were returned We
also found that some of the qugtypesresulted in a considerable overlap in the
returneddomairs. In future, we might investigate whether we can fimghrly the
same set olomairs with fewer quey types

Theanalysis of the relevance of our features for the machine learning models
showed that the two most important featurdsr predicting the correct domaiwere

the two search engine feature$hesdeatures might well depend on the kind of

search engine that is used and on the version of the search engine. These features
are sensitive to the algorithm behind the search engine. It will therefore be necessary
to regularly retainthe model to ensuretie quality of the URtetrievaloutcomes.

We see anumber ofoptions toimprowve the current agreement variableBirst of all,

we used aokeniserthat split postal cods of the form'0000AA' into the tokens

'0000 and 'AA. That does not lead to an optimal comparison with the postal codes in
the GBRAn improvement would be to usaregular expression to extract a postal
codefrom the text Similaty, we couldalso useregular expressicito extractemail
addressesndaphone numbes. Another improvement could be to visit the
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retrievedwebsites, as was done bBarcaroli et al. (2018¥crape its contenandtry
to extractalegal unit identificatiomumber andother identification variables from
the website. Thes@entification variablegan then be addetb the featuresof the
machine learning modeA further improvement might be to analysa more detalil
which features are important to achieve a stable model performafece.instance,
we now have retained two vants of each agreement features namely 'min' and
'max’. Maybe it is sufficient to retain only the 'masriant, since that variant often
had a higher score than the 'min’ variadtfinal improvement concerns the
computation of the level of agreement bveeen the contact variableshich was
based on thelareWinkler similarity. Théictional examplein Table6 showedthat
unrelated wordpairs can have aurprisinglyhigh JareWinkler similarity In future
research we might experiment with other word pair distance measures such as the
Levenshtein distance.

We have obtained the precision, recall and F1 score on the total test set for COC, DP
and the ICT survgyart of the tests setseparately We did not evaluate the overall
performance of our URL finding within the GBRe can do this in future by taking a
random sample from the legal units within the GBBr the population that we have
developed the modeldr - and determining whether the legal unit hasveebsiteand

if so whichdomain iscorrect. This can be done manuallyistead we did evaluate the
model performance for three subpopulatienl) the'website+' legal unitsvith a
domainfrom the COC, Zje 'website+' legal units with a domafrom DPbut not
from COGnd 3)the 'website' legal unitsWhathas not been evaluated yettise
model performance for legal units withoutkenown domainfrom COC obP. We
haveno reason to believe that the performae for legal units in the GBR with no
knowndomainfrom COC nor fror®Pis different fromsubpopulation 2) or 3), but it
would be better to assess this explicitly in future.

We experiencd two fundamental difficulties with training a machine learning model
for URL finding that needs to be addressed. Thefiistlamental difficulty wa: how

to treat legal units for which we did not retrieve amgbsite? In the current paper,

we used the apmach that we simply cannot say anything about those umétsed

on the (absence) of search resulthis absence may indicate that the legal unit does
not have a website, but it may also mean that we simply incorrectly did not find the
website of the leghunit. In the near future, we aim to split the predictionadmairs

in two steps. In the first step, a machine learning model predicts whether a legal unit
has awebsiteor not. For the group for which the model predicts that it has a
website, a second rachine learning model aims to predict whidbmainis the

correct one. In this new situation, we can separately make training examples for
having awebsite(yes/no) with features to predict thisVe could for instance create a
feature that counts the numhbeof search queries without search results.

The second fundamental difficultyas that we traied the model for all retrieved
domains but ultimately we are only interested at the performance of the mddel

the top-one domain Once we have selected tld@mainwith the largest probability

we have one result per legal unit, and we can compute the performance at legal unit
level. The performancéor the category'False(the retrieved domain is incorrert
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wasclearlybetter atthe prediction levelall cardidate domainsthan atthe
predictionlevel'top-one domainbecauseat the former levelthere aremultiple
incorrectdomainsper legal unit (and only one corredbmainper legal unit) A

practical solutioris that we return the topgwo domainsfor eachlegal unitwhich

enlarges the probability that the corredbmainis found.We might then visit the

top-two domairs and scrape the contact information from the website. For instance,
one can extract éegal unit identificatiomumber and avalue added taxiumber from

the website. This can subsequently be used to compute additional features and might
be used to train an additional machine learning model for predicting the correct
domain

An interesting finding wakhat the probability distribution for the arrect domairs

had two peaksone at high and one at low probalbiis. The peak at a low probability
appears to refer to units which have poorer scores on the ranking in the search
results (Google gives them a low rank) whereas its identifying variatesspond
quite well with those of the GBRhe low ranking of these enterprises is likely to be
causal by the rankingsystemthat Google uses to rank the webpages, PageRank and
other algorithmsFor instance it may well be that a webpage of a businedsavit
more commonly occurring street name is ranked lower than the webpage of a
business with a more rarely occurring street namepossible improvement of our
model is to train a second machine learning model, but now without the search
engine feature§” i ). Next, we could predict the probability that tlimainis the
correct by both models and take the maximum probabiliaethe two models.

In summarythere are a few measusthat we cantaketo improve the presented
approach tdfind domairs. One is to first predict whether a legal unit haweabsiteor
not and then to predict whicklomain A second improvement is to scrape a limited
set of most promisingandidatedomains and extract contact information. Also, using
regular expressions mighelp to find emaibddressesphone numberslegal unit
identification numbersr value added taxumbers.Athird potential improvement is
to train an additional machine learnimgodel that only includes the identifying
variablesOne could then take the aximum probability sera model that hadoth
agreement features andearchengine featuresand a model whiclonly includes
agreement features

Apart from the improvement of the current modehédre are a few points at which
the scope of the current URktrieval methodcan be broadened. First of all, we
limited the current approacto legal units with a ong¢o-one relationship to
enterprises and it was restricted to enterprises with ten or more employ®es
extensionisto test whether the method canlso be used for smaller enterprises.
Another extensionisto include legal units with a martp-one relationship with
enterprises. Furthermore, we try to lildomairs to legal units by using contaigtpe
of information. Athird extension is to include geagphical information in the search
process, seélolness (2018)
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8. Appendix: evaluation
measures

In the current paper we seleced the candidatedomain with thehighestpredicted
probability. This domairis predicted to becorrectif its predicted probability is larger
than 0.5.We are interested to countumber of cases in thpredicted versus the
labelledcategoies for thecandidatedomains.t is important tounderstandhow this
was scored; thiss shown inTablel3. Let us assume that theorrect domainof a
targetedlegal unit istwinkle' andthat we have retrieved candidatedomain
'twinkle'. Since this candidatdomain correspondso the correct domain the label
category isTrue! If the predictedprobability for thisdomainis larger than 0.5 then
the predicted category i§rue'otherwise it isFalse' Now, assume that we have
anothercandidatedomain, namelytwilight'. For this domain the label iBalse'since
it isnot the correct domain.Now, like before, if thg@redictedprobability for this
domainby the model is larger than 0.5 then the predicted categofyrige'
otherwise it isFalse!

Tablel3. Example how théabel and thepredicted categories areceredfor a legal
unit with 'twinkle' as the correct domain.

Retrieved Predicted probability Labelcategoryfor Predicted
candidate that the predicted the candidate categoryfor the
domain domainis correct domain candidatedomain
‘twinkle' 0.6 True True

‘twinkle' 0.4 True False

‘twilight' 0.8 False True

‘twilight' 0.4 False False

The confusion matrix with the predicted versus the label categories is givieabie
14. The symbolb stands for the number of cases with labategory'True'
(subscript 1) and predicted categdRalse (subscript 0). Subscrigf 'stands for the
total of 'True' and'Falsé.
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Tablel4. Confusion matrix with thengdicted versushe labelcategories

Predicted
category(Q
Labelcategory("Q True False Total
True 0 0 0 ¢
False 0 0 0 ¢
Total Uq Uq Uqq

The recall fotabelcategory™Qis given as:
2AARII0 jU 4 ©)
The precision for predicted categctyis given as:
0 OAAE®DED 1j 0y 4)

The Fiscorefor label categoryQis the harmonic mean dhe precisionfor category
"Qand recalbf categoryQand is given by:

&pQ ®)
¢ 00 OAAEDRIAIAR] D OAAEDEIAAK |

The macreaverage over the two classes of the score functions recall, precision and
F1, is given by their unweightederageFor instance, for the recall the maero
averageisgiven by AADRAAI2IAAA B OOA2 AAAN IRAT IA

The micreaverage score for recall, precision is computed by directly using the
counted number of both classes in the numerator and denominator of the formula.
For instance, for recall, the miciaverage is given by

- EADOTCAAAIGT 6 jog Gg O 0 jlg (©)

The micreaverage F1 is the harmonic mean of the micro average recall and the micro
average precision.

A disadvantage of the F1 score as givefdjiis its sensitivity to an imbalance in the
number of units per category. In our situation, categtiglse'dominates for the
training of the model which is done for all retrieved domains. We therefore used an
alternative gore function to train the model, namely Matthews Correlation
Coefficient(see e.g. Powers, 2011). Matthews Correlation Coefficiergyrors in

both categories are equally weighted.

Matthews Correlation Coefficientlenoted byMCC is defined as

-## 0 00 00 | 0q WAy @)
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where 0 0 ] Ugqstand for the relative cell frequencies.

It can be showrfsee below}hat the absolute value of thatthews Correlation
Coefficientis equivalent to:

S #¢ 7 j Oqq 8)

where? is given by

where0 stands for the observed cell proportion aﬁqﬁﬂ is the expected cell
proportion when the predicted cell proportions are independent of the true cell
proportions.A? of 0 implies that the machine learning model is as good as throwing
a coin, whereas 2 of 1 implies that thdabelcategoriesTrue'and 'Falseare

perfectly predictedMatthews Correlation Coefficierns also referred to as the phi
correlation coefficient (Jurman et al. 2012)

To show that (7) and (8) are equivalent, we first rewditg0 ¢; as follows:

Uty Uy U qYq U qUy
0 0 qUg
5 5 5 U ﬂuﬂ
v Y ﬂUﬂ oA 4 o4 o 4 oA 4
oo Yilr UgUp UgUyg U qlq
U qUy U Uy
0 0 ¢Ug
0 g0y 0 405

where in the second line we used that all fdarms of in the denominator are of

equal sizeln the third line we used that the sum over all expected cell proportions is
1.

Given theoutcome 0f(10) we now only haebe showthath 20 0 ©

.. I - - 0 0
00 00 O D0 . )

6 6 L 7
U ~

5 5 . . . 0 0
L L V] V] 5

P V]
0 0 00 00 00
0 o0 0 0 0
6 04
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Empty cell Figure not applicable

. Figure is unknown, insufficiently reliable or confidential
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** Revised provisional figure
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