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Goal: Showing the feasibility of automatic travel mode prediction using smartphone location
data in a national travel survey. Data collection: In the fall of 2018, 1,902 respondents were
randomly sampled from the Dutch population to participate in a smartphone-based travel
study. A purpose-built app that collected location data and generated a diary of stops and trips
was used. For the trips, respondents could label which travel mode they used. Of the
respondents, 517 completed data collection for at least 7 days and a total 18,414 trips were
collected, of which 5,641 were labelled. Method: Every trip consists of a string of chronological
ordered GPS points. From these points, trip-level features were engineered, such as average
speed. Context-location data, such as the location of public transport stops, was then added
and extra features such as how many train stations were passed during a trip were calculated.
In addition, the data was enriched with respondent-level characteristics, available through
Dutch registries. In total 127 features were engineered. A Random Forest Algorithm was then
used to predict travel modes from these features. The transport modes distinguished are:
Walking, Bike, E-bike, Car, Bus, Metro, Tram, Scooter, Train, and erroneously recorded trips.
This last one is unique to this research, but inherent to app-based studies. Results: For 62% of
trips the correct transport mode is predicted, when treating trips as independent events.
Taking into account how often respondents used a certain transport mode increases the
accuracy to 70%. Collapsing similar transport modes, such as bikes and E-bikes, also positively
affects the accuracy. However, not all modes of transport can be as accurately classified.

Introduction

This paper shows the potential of automatic transport mode prediction in app-based surveys
employing mobile device location sensors using machine learning. New relative to other studies
is the use of a general population, official context of the survey, the size of the sample, the use of
administrative registry data and number and types of features used.

Both countries and cities organize regular travel surveys to study travel patterns and transport
mode use of its citizens. These studies are necessary to gain insight into societies’ mobility
patterns, potential bottlenecks of the infrastructure, and are paramount in urban transportation
planning. Moreover, accurate estimates of travel behaviour facilitate calculations of carbon
footprints, as well as health related statistics such as calories burnt [1, 2]. Traditionally,
self-registered diaries are used, in which people kept track of their own travel behaviour for one
or more days. Over the last few years there has been an increase in the use of GPS-based
(Global Positioning System) travel studies [3—7]. These GPS survey studies have a lower
respondent burden and fatigue and greater spatial and temporal precision than the most
commonly used alternative, diary-based studies [8]. Instead of letting respondents estimate how
far, when, and how travelled, GPS-based studies can record these data more precisely.
Furthermore, the fact that it is possible to collect data over longer periods makes it feasible to
test dynamics of multi-day patterns [9].

At the start of the 21° century, GPS trackers were used in GPS-based studies [10]. A GPS tracker
determines its current location on earth by trilateration of signals it receives from three or more
satellites that orbit the earth. Every second it calculates its current location, and save this.
However, with the proliferation of GPS-enabled smartphones, phones have become attractive
alternatives, as:
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1. People are more likely to habitually charge and carry a phone [11].

2. In addition to the GPS, phones can also make use of the Global System for Mobile
Communications (GSM) triangulation and the Wi-Fi Positioning System (WPS) to determine
location when a GPS fix is unavailable [11].

3. The fact that people already possess phones decreases the data collection cost.

Research by both Safi et al. [12] and Nahmias-Biran et al. [13] shows that GPS-based studies yield
higher quality data than the diary-based alternative. Other authors who compared
self-registered diary travel studies with GPS-based studies found a relative underreporting of
travel behaviour in the diary-based studies. Respondents are especially likely to forget to report
short trips, certain stops en route, trips which do not end or start at home, and the exact travel
duration [13-15]. Moreover, there is a transport mode correlated bias. Car drivers are likely to
underreport their trip duration, while respondents that take public transport are more likely to
overestimate their travel time [15—17]. An extra disadvantage of diary-based studies is the
non-uniform respondent burden and recall bias. Those respondents who travel more, or use
multiple transport modes on a given day, have a harder time recalling exactly when and what
distance they travelled and may, therefore, not report certain trips. On the other hand, someone
who did not leave the house, theoretically, has it easy. Additionally, it is common practice, at
least in the Statistics Netherlands’ travel studies, to randomly assign a day to respondents on
which they have to report on. It is then left up to the respondents when they report on that day.
In the latest diary-based Dutch travel study, 61.8% of respondents waited three or more days to
fill in their online diary. Analysis showed that the longer people wait, the fewer trips they report
and especially the fewer short trips they report. This biases the results.

Taking these advances and advantages into consideration, Statistics Netherlands (CBS) launched
a pilot study into the use of smartphone-based travel studies. It developed its own app and
collected data in November and December 2018 [18]. Respondents kept this smartphone app on
their phone and were tracked for a week. An automatic diary of stops and trips was generated,
and respondents were asked to complete details about the stops (purpose) and trips (mode of
transportation). The location tracking ensures accurate travel distance and time are recorded.
However, to produce high-quality official statistics (for example, which age groups travel with
what transport mode when), respondents still need to label their travel mode in the app. This
means that, at the current state, smartphone-based travel studies lead to more precise
measurements of distance and time travelled. However, respondents still need to actively label
trips, as in a diary-based study. Trips collected in a GPS study can be plotted on a map and
presented to respondents. This map can serve as a memory aid to help respondents recall which
trips they made on a certain day and help them label these trips. Ideally, future iterations of this
app would refrain from asking respondents to manually select transport modes from a long list,
but would instead automatically classify the transport mode of different trips. An algorithm able
to accurately predict transport modes could thus reduce respondents’ burden even more, either
by fully predicting transport modes or by giving respondents suggestions they only need to
confirm. Additionally, a classification algorithm can be used to predict the transport modes of
those trips that were collected, but not labelled. This way, the classification algorithm can be
used as an imputation method [7, 9].

This paper shows the feasibility of automatic travel mode prediction using smartphone datain a
representative national travel survey. The evaluation comprises a number of research questions.
Primarily, what is the prediction accuracy of transport mode prediction? In addition, what is the
effect on the prediction accuracy of collapsing different transport modes into broader categories?
This allows travel study analysts to decide what is an acceptable balance between accuracy and
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2.1

the number of transport modes that need to be distinguished. What are the most important
features in distinguishing between transport modes? Does respondent-level information from
national registries add to classification success? This paper adds to the commonly used features
in transport mode classification research different respondent level characteristics, such as age
and whether someone has a driver’s license available to Statistics Netherlands. Finally, how do
the results compare to the results of the latest diary-based Dutch Travel Survey [19]?

The remainder of this paper is structured as follows. Section 2 presents a literature review
focused on automatic transport mode prediction, stipulates how this research is unique, and
what general challenges exist when working with GPS data. Based on Section 2, Section 3
presents the methods that were used in this research to deal with these challenges, as well as
which features were engineered from the GPS data and how these were analysed. Section 4
presents the results of this research. This is followed by the Conclusion and the Discussion.

Background

This section introduces the main concepts in GPS-based travel surveys, the role of data cleaning
and pre-processing, and commonly used classification techniques. It links these to the existing
literature, which is extensive. The use of GPS data in national (travel) studies is novel, but not
unique. For example, over the past decades (cities in), Australia, Austria, Canada, China,
Denmark, France, Israel, Japan, the Netherlands, Singapore, Sweden, Switzerland, Tanzania, the
UK, the USA, and Vietnam have all experimented with GPS-based studies [3, 11, 15, 20-34].
However, most of these studies are limited to estimating distances travelled. These studies are
not aimed at automatic travel mode prediction and thus not the focus of this literature review.

Table D.1 in the Appendix of this paper condenses earlier research (spanning 2003 to 2019) into
travel mode classification from either smartphone data or stand-alone GPS trackers. The bulk of
this section summarizes the conclusions from this table, but the next section will first further
expand and explain some concepts.

Explaining the Concept(s)

GPS trackers and smartphones alike record lists of location data (measured in longitudes and
latitudes with accuracy of this measurement) and corresponding times, typically once per
second.? This list of points then needs to be split into chunks. Accuracy is measured by
smartphones as a radius (in meters) in which it is certain it is currently situated. Thus, a larger
(wider) accuracy means that the phone is less sure about its location. Most smartphones are
accurate to roughly 5 meters.?) Table 2.1 presents an example of the GPS data.

1) As mentioned above, smartphones have different ways to determine its location. The app requests this information

from the phone and does not ‘know’ which method was used to determine the location. So technically the term “GPS-
based” as used in this paper is not completely proper since there are other methods by which the location estimate
might have been derived. However, as is the norm in the literature, this term is used throughout.

Different smartphone operating systems use different methods to quantify this uncertainty. For Android, accuracy is
“the radius of 68% confidence” [35]. iOS does not use a normal distribution for its accuracy measure, but does return
some accuracy measure of uncertainty [36].

2)
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Table 2.1 Example of merged GPS data.

UserID TripID Latitude Longitude Time Accuracy Mode
15 1 52.370216 4.895168 01-11-2018 10:30:00 20 car
15 1 52.370213 4.895162  01-11-2018 10:30:01 15 car
15 1 52.370208 4.895160 01-11-2018 10:30:02 17 car
15 1 52.370198 4.895175 01-11-2018 10:30:03 18 car
21 4 50.851368 5.690973  02-11-2018 08:56:22 40 bus
21 4 50.851372 5.690984  02-11-2018 08:56:23 35 bus

In essence, the goal of travel mode prediction is predicting the transport mode of a trip listed in
the final column of Table 2.1, utilising the information in the first six columns. These different
trips of GPS data just contain series of chronologically ordered points without any explicit
features. Such features must first be engineered. To engineer these features, in most travel
studies, GPS points are split into different trips and stops. A stop is a place a respondent stayed
for a longer time (e.g. home, work, school) and a trip is any travel between stops. With some
basic trigonometry and physics, it is possible to use longitude, latitude, and time to calculate
features such as distance, speed, and acceleration. The location data can also be enriched with
context location data, such as the location of bus stops and train stations. Finally, the User ID can
be used to link certain respondent level characteristics to the data, such as age and whether
someone has a driver’s license. If the data is structured like in Table 2.1, the number of
respondents is the number of unique Users IDs and the number of trips the number of unique
Trips IDs.

On the Importance of Filtering & Smoothing

This research, like much previous research, requires some pre-processing of the raw GPS data
before it can be used to engineer features. Unavoidably, raw GPS data are messy and prone to
measurements errors. For an explanation of the causes of this noise, refer to Ordonez et al. [37],
Ivanovi¢ et al. [38], Chelvam et al. [39], or Roddis et al. [14]. Methods to filter likely
measurement errors include discarding single points with a too wide accuracy (for example, an
accuracy with a radius over 200 metres) or omitting data points that would lead to an unrealistic
high speed (for example, over 200 km/h) [7, 40]. In addition to removing unlikely data points,
further pre-processing in the form of smoothing the data to remove random noise. Removing
this random noise reduces the ‘spikiness,” of a trip. This way it gives more realistic estimates of
the distance of a trip and the distance between points [3]. One method to do so is the
Savitzky-Golay filter. For each location in a trip, this filter fits a polynomial to a set of input
samples laid over an odd-sized window centred at the subject point. It then computes a new
value for every point by evaluating the resulting polynomial at that point. The attractive property
of the Savitzky-Golay filter is that it maintains the original shape of the pattern while reducing
noise [40, 41]. The Savitzky-Golay filter has been used successfully by Dabiri et al. [40] in similar
travel mode prediction research and implemented in R to smooth trajectories (of animals) by
McLean et al. [42]. Another oft-used filter is the Kalman filter. This filter has the attractive
property that certain location points can be given more weight, such as location points that are
collected with a high degree of spatial accuracy. For information on the implementation and
functioning of the Kalman filter, please refer to Hartikainen et al. [43] or Sobrado [44].
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2.3

2.4

2.5

Earlier Research Often Used Small Samples

Summarizing Table D.1, we see that most authors use small samples, either by the number of
respondents, number of trips measured, or the number of measurements [45-48]. Most authors
either collected data themselves or trained a group of participants to collect data. For example,
Reddy et al. [1] collected 120 hours of data from 6 individuals, Feng et al. [48] used data from 8
respondents, and Martin et al. [49] used 6 students, while Das et al. [50] analysed 106 trips and
Montoya et al. [51] only 87. Studies which use data of more than ten respondents and more than
a thousand trips are uncommon. An exception to this was the 2015 study by Geurs et al. [5].
They used 600 respondents from the Dutch Mobile Mobility Panel (a representative sample of
the Dutch population) and recorded 18,000 trips using a smartphone app. Furthermore, most
studies were conducted in a single city due to easy access to participants. This ignores the
difference in travel patterns between urban and suburban (or rural) spaces, as well as the
differences of municipal public transport systems within a country. It is also indicative of the use
of selective and non-random samples.

On the Number of Transport Modes

There is wide variation in the number (3-9, median: 4) and type of transport modes classified in
earlier research. Some authors include being stationary as a transport mode, while others do not
[7, 48, 52—-65]. Some authors combine all motorized transport; others even distinguish between
walking and running. Only two authors list electric bicycles (E-bikes) as transport modes [66, 67].
In the Netherlands, this is an important category to distinguish [68].

On the Different Sensors and Features Used

There is an equally wide variation in the types of sensors used. The GPS (80%) and accelerometer
(38%) are the two most common sensors, but authors have also used the barometer (as a proxy
for local weather conditions) and the gyroscope [69]. Accelerometer data can be especially
useful in distinguishing between transport modes when there is a poor GPS signal, but, of course,
cannot estimate the distance travelled [1]. Of those authors using GPS data, almost all of them
primarily used speed and acceleration to derive features to distinguish travel modes. Common
are the mean, median, minimum, maximum, standard deviation, and different percentiles of
speed and acceleration. Assemi et al. [70] and Xiao et al. [71] explored more statistics based on
the distributions of speed and acceleration, including skewness and kurtosis. For instance, one
can expect that the speed distribution of a car is skewed towards the speed limit. Speed and
acceleration are also used to calculate related statistics such as the number of stops and
breakpoints in a trip [72]. Heading and heading change direction are also valuable statistics, as a
train is less likely to make sharp corners than a car. Measurements of data quality, such as
location estimation accuracy and the number of satellites in view, can be used to predict
transport modes. Phones in covered or underground transport modes give less accurate location
estimates. This way, accuracy can be used to improve travel mode estimation [70, 73].

21 out of 71 papers included in the literature review also used context location-based data. Most
common are the location of public transport systems or road networks. The logic behind the
inclusion of this information is that trips near to a train track are more likely to be a train trip.
Stenneth et al. [7] and Shah et al. [60] also used real-time bus location data. While these features
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2.7

are informative, they rely on easy and up-to-date accessible information. Only a few authors
include data on the respondent level. Exceptions include Feng et al. [58], Bohte et al. [15], Wang
et al. [67], and Moiseeva et al. [74], who included different dummy variables for the ownership of
different transport modes. Bantis et al. [65] also included personal characteristics, such as age, as
a predictor. Someone who does not own a car or driver’s license, might be less likely to take a lot
of car trips.

Random Forest is the Most Suitable Method

To be able to classify transport modes, different types of supervised machine learning algorithms
have been used. These range from linear models, such as multinomial logistic regressions [75], to
convolutional neural networks [40]. The most popular methods are, in order, rule-based
algorithms (including decision trees), Random Forests, Support Vector Machines, and Bayesian
Networks. Authors comparing the performance of algorithms, specifically within the application
of predicting transport modes, often found Random Forest to perform best [2, 7, 47, 48, 76].
These findings concur with Fernandez-Delgado et al. [77] findings. Evaluating 179 classifiers
arising from 17 families on 121 data sets, they find that: “the classifiers most likely to be the best
are Random Forest versions”. On average, the classification accuracy is 85% for all reviewed
research, while for research using Random Forest it is 92%. For the top ten studies in which most
trips are evaluated, the accuracy is 86% on average.

On Which Trips to Include and How to Calculate Accuracy

There are two factors excluded from the table that are further needed to judge the success of the
different study designs. First, authors use different ways to calculate precision in travel mode
predictions. There are, broadly, two methods to measure precision. Either as the number of
correctly labelled trips as a share of the total number of trips, or as the correctly labelled GPS
points, time units, or distance travelled as a share of its respective totals. In this latter strategy,
the precision can be dominated by one long correctly or incorrectly labelled trip, while many
shorter incorrectly labelled trips are of lesser weight.3) Secondly, authors employ different
selection criteria for the inclusion trips. For example, in Rasmussen et al. [78] “Trip legs which
cannot be map matched properly are classified as non-trips and removed from the data set”, in
Das et al. [79], “A minimum trip distance is set as 5 km and trip duration as 30 minutes in order to
capture activity travel behaviour for sufficient time period”. In Maenpaa et al. [80] “If more than
ten consecutive corrupt track points were detected, the segment was dismissed as corrupt”, and
Martin et al. [49] “removed all trips that did not contain at least 120s of data”.

Strict inclusion criteria are likely to boost the precision of an algorithm. This paper takes a less
stringent approach to the deletion of trips. Considering the aim of this study is to test the
feasibility of transport mode classification in a large, random sample taken from a country’s
population, this study omits as little data as possible. This study retains hard to predict trips and
trips with missing data.

3)  Considering this, as well as the fact that trips, rather than GPS points or distance travelled is the unit of interest in this

study, this paper will use the number of correctly labelled trips as a share of the total number of trips. More on this in
Section 3.5.
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2.8

3.1

On the (Dis)advantages of Using a National Survey

The current research is unparalleled in that a country-wide and representative sample of the
country’s population was used. In addition, this current research is distinctive because it is closer
to a traditional travel survey than earlier research into transport mode classification. This is due
to the fact that it suffers from both person and item non-response, in addition to insincere and
incorrect answers. Furthermore, respondent burden was of real concern and balanced against
the quality of data collected. The app was developed to not drain battery too fast and could
operate without an online data connection. Similarly, the app did not save accelerometer data.
This decision was made to prevent too much data from being created on a respondent’s phone
(accelerometer data is sampled at 30-60 hertz). Due to the fact that randomly sampled untrained
respondents were used, it was hard to guarantee that they would all complete all data collection
and labelling. Other researchers went out of their way to guarantee complete data sets, either by
collecting the data themselves or by regularly communicating to respondents about the trips
they made that day [15]. For example, Zhao et al. [4]: “To ensure the quality of the data the
volunteers were asked to carry a paper diary and register the start and end of each trip in it. The
participants were issued travel cards (EZLink cards) to make payments for the train, bus and taxi
trips. The transaction logs from the EZLink cards were later used to filter the erroneously
annotated trips”. This current research did not follow up with respondents in such a fashion.

Data & Method

This section discusses the way data was collected, edited, and then analysed. After presenting an
introduction to the data and the app that was used to collect the data, it describes which of the
above-mentioned methods were used to clean and smooth the data. This section also details
which data is preserved and which data is omitted. This cleaned data is then used to engineer
features from on the trip level. Three different types of features are distinguished and presented.
These features are the input of the Random Forest model. Subsection 3.5.2 explains how the
importance of features is estimated and subsection 3.6 explains how the results obtained from
labelled trips can be used to predict unlabelled trips. Finally, subsection 3.7 explains the way
GPS-based results were compared to diary-based results. The annotated code is available on the
author’s GitHub page [81].

Data Collection & Description

Statistics Netherlands specifically developed the “CBS Verplaatsingen” app for Android and iOS
for this research project. The app’s source code can be found at the app’s Gitlab page [82]. On 31
October 2018, 1,902 respondents sampled from the Dutch registry were invited to participate.
Respondents who did not register by 14 November, received a reminder that day and
respondents who did not participate for 7 days, were sent a reminder on 21 November. The app
automatically collects location data based on GPS (most accurate), WPS (second most accurate)
or GSM (least accurate). The app splits the location data into trips and stops, with stops classified
as locations where a user stayed over a time threshold 8, within a distance threshold 6.
Consequently, every location is either part of a trip or stop. A user’s trip is a sequence of
spatiotemporal points (P) recording the travelled path, i.e.: trip = (Py, Py, ..., PB,), Where a
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Figure 3.1 Three screenshots of the app that was used. A: The app automatically creates a diary of
stops and trips. Respondents can then label these. B: When clicking on a trip, a map opens with the
trip plotted on a map (in this figure the trip between the stops “Den Haag CS” and “Utrecht CS”). C:

The respondent can then select one or more transport modes.

location point P; = (x;, y;, Z;, t;) is the position (latitude;, longitude;, altitude;), where
longitude varies from 0° to +180° and latitude varies from 0° to +90° at timestamp

t;,V 0 < i < n. Considering the geography of the Netherlands, altitude is considered constant.
In the app, respondents provide the mode of transport for trips and purpose of stops. Home
might be a first stop of the day, riding a bike to the train station the first trip, waiting at the
station the second stop, sitting on the train the second trip, et cetera. Respondents were asked
to label both trips and stops, but doing so was not required. Respondents could label a trip with
multiple transport modes. Figure 3.1 presents the interface of the app that was used.

Of the 1,902 invitees, 674 downloaded the app, and 517 completed data collection for at least 7
days (the time required to receive a remuneration). In total, 75,649,744 location points were
collected, amounting to 796,611km travelled over 18,414 trips, of which 5,641 were labelled by
respondents with the mode of transport. This completion rate is comparable to the study by
Roddis et al. [14] in Melbourne, who had 38%of their active participants validate their data
during at least two weeks. Figure 3.2 presents all the trips in the data set. The median number of
labelled trips per person is 11 for those respondents that labelled at least one trip. The largest
number of labelled trips for a single person is 65 and the minimum 1. 40% of respondents did
not label any trip at all, and only one of the respondents labelled all of their trips.

At this stage of the research, multi-mode trips (trips for which a respondent indicated there was
more than one mode) are excluded. A total of 144 trips were multi-mode trips and therefore
omitted from analyses. Of these, 89 were trips that either started or ended with walking and
used a single other transport mode. So, only 55 trips were multi-mode trips with two or more
modes that did not include walking. Some uncommon transport modes that users labelled were
excluded too. These include: horses, boats, and skippyballs. They were excluded because of their
rarity in the data and because there was doubt about the sincerity of labelling. Without these
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Figure 3.2 All 18,414 trips in the data set. This research is geographically
representative of the Netherlands, with an expected clustering of trips in and around
the big cities

(comparatively) lenient filters, there would be too many different classes of transport modes to
distinguish. After omitting these trips there were 5,296 labeled trips left. Our further analyses
are based on these trips.

Among the trips are some erroneously recorded trips. These are trips that are recorded by the
app but should not have been. This can happen because the app records a GPS fix where there is
none, or because it connects to another Wi-Fi network or GSM tower without the user actually
moving. Therefore, this paper adds to the literature by not only creating features to distinguish
between transport modes, but also by predicting erroneously recorded trips labelled “User
error”. In the app, there was no option to label trips as being erroneously recorded, but there
was the possibility to leave comments under the ‘other’ option. By using regular expression
commands [83], comments that indicated a trip was falsely recorded (e.g. “This trip did not
happen” or “I did not move”) were labelled “User errors.” At this point, regular expressions were
also used to combine certain transport modes into categories and to correct for respondents’
typos. For example, ‘car driver’ and ‘car passenger’ were joined, as were ‘bicycle’ and

‘bycicle’ [“fiets”, and “feits” in Dutch]. Considering travel mode is of interest and the app already
splits GPS data into trips and stops, this paper excludes stationary movement as a travel mode.
This makes the set of predicted transport modes: mode € {Walking, Bike, E-bike, Car, Bus, Metro,
Tram, Scooter, Train, User error}.

Data Handling

On the back-end of the app, location data, trips, and transport modes were saved separately and
then merged into a single data frame (again, see Table 2.1 for an example). In certain situations,

the app struggled with saving data correctly. Both at the level of GPS points and at the trip level,
repeated storage occurred. Prior to analysing the data, some cleaning and editing was necessary
to correct for these duplication errors. A separation can be made between editing data on a trip

level, and filtering and smoothing on the level of GPS data points.
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3.4

3.2.1 Merging and Deleting Double Entries on Trip Level
To delete erroneously detected stops, trips by same user with the same transport mode and a

stop of fewer than 3 minutes in between trips were merged into a single trip. This might, for
example, happen because of a longer stop at a train station. The data contained trips by the
same person with the same start time that were saved multiple times with different end times
and/or different transport modes. This would imply that a location could be part of different
trips. To process these anomalies, trips by the same respondent with the same start time, but
different end times or transport modes, are considered one trip and merged as such. The latest
end time of all registered end times and the transport mode belonging to the trip that was saved
last were selected. Using this method, the logic that every movement is either a trip or a stop is
preserved. These anomalies exist because the app sometimes struggled to determine the end of
a trip and start of a stop; it saved the same trip with slightly different end times many times over.
Trips that consisted of 3 unique location points or less were completely omitted. This to ensure
all features can actually be calculated.

Filtering & Smoothing on GPS Level

On the level of the GPS data, similar double data collection problems exist. For GPS points with
the exact same latitude, longitude, and timestamp, only one was retained. In consonance with
the method employed by Dabiri et al. [40], and Stenneth et al. [7] data points with an accuracy of
200m + and data points that would lead to a speed of +200km/h between adjacent points are
discarded. To smooth the location data further, this paper used both a Savitzky-Golay and a
Kalman filter. The Savitzky-Golay smooths the data and, akin to the method used by Widhalm

et al. [84], the Kalman filter smooths further by giving more weight to points with more precise
accuracy.

Feature Engineering

As explained, this paper does not analyse the data on the level of GPS points, but first engineers
features on the level of the trip using the GPS points that, together, make one trip. This paper
distinguishes between three different types of features: GPS-based features, (context)
location-based, and registry-based. In total, 127 different features were computed and
summarized in Table B.1 in the Appendix. As a result, this study uses more features than any
earlier study. All features were calculated twice; once on the smoothed data and once on the
linearly interpolated (smoothed) data, in which a location estimate was calculated for every
missing second. For certain features this makes no difference, such as total time travelled, but for
others it does, such as proximity to bus stops. Both sets were included in the model as features.

3.4.1 GPS-Based Features
To calculate trip-level statistic of the GPS-based features, such as the mean, median, min, max,

0.05t" percentile, 0.95t percentile, skewness, and sd of speed, acceleration and angles between
points, one first has to calculate the Euclidean distance between consecutive points. To calculate
the great-circle distance between two sets of location estimates on a sphere, this research uses
the spherical trigonometry’s Haversine formula [85]. This information was also used to calculate
the number of turns above a certain threshold (90°and 150°). Section A of the Appendix gives
the formulas that were used to calculate these statistics. In this set of features, the mean
accuracy of the location measurements of a trip, and whether or not a trip was during rush hour
or not are included.
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Figure 3.3 All OSM points of interest that were included in the research.

3.4.2 Context Location Based Features

While GPS-based features are likely to be sufficient to separate certain transport modes from
each other, such as cars and walking, extra context location information can help in classifying
some other modes. A car and a bus might have similar speed patterns, but a bus will drive past
and stop close to bus stops more often. The context location-based features included in this
research are the location of all bus stops, train stations, tram stops, metro stops, highway and
freeway ramps, and the OpenStreetMap (OSM) nodes that are part of highways, freeways, train
tracks, metro tracks and tram tracks [86]. Exact locations were scraped from the OSM using the
Overpass APl implementation in R [87]. Through this, 366,613 points of interests were collected
(see Figure 3.3). Using the location of these features, the distance to them can be calculated for
every location point. Per trip, the average distance to any of these features, as well as which ratio
of points in a trip are in the vicinity (less than 25 meters) to the features, can be calculated. For
the public transport features, one can, additionally, check if both the start and end point of a trip
are near to a feature. See Biljecki et al. [88] for a brief discussion on the data quality of OSM
features in the Netherlands. Exact real-time locations of buses and other public transport modes
are not available for all public transport mode operators in the Netherlands and were therefore
not used.

Furthermore, using the Statistics Netherlands data on local population density, this study checks
whether a GPS point lies in an urban area, and what the population density of the area
surrounding this location is [89, 90]. With this information, one can estimate the ratio of location
points of a trip that fell within urban centres, the number of neighbourhoods visited per trip, and
the average population density of the locations of that trip. This way, the interaction between
speed and urbanicity can be included in the algorithm. One can, for example, expect that cars
have a higher mean speed outside, rather than inside, of urban areas.

3.4.3 Registry Based Features
As mentioned above, little earlier research included respondent-level information; something
this current research is particularly well-equipped to do. Statistics Netherlands has access to
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approximately 30 variables stemming from administrative records for every person in the Dutch
population. Respondent level statistics aiding in the differentiating of transport modes may
include car ownership, age, and income. For example, one hypothesis that can be tested is if the
interaction between speed and age can help differentiate between bikes and E-bikes. For all
respondents, their age, gender, income percentile, urbanicity of their home address, car
ownership, scooter ownership, and category of driver’s license were collected from the relevant
Dutch registries. These respondent level features are added as features to the prediction model.

Models

The supervised machine-learning algorithm of choice is the Random Forest algorithm [91]. The
Random Forest algorithm was implemented using the CARET package [92] in R [93] with the
RANGER implementation of the Random Forest algorithm as implemented by Breiman [91]. For
an introduction to the Random Forest algorithm, the author refers to Banerjee et al. [94].
Random Forest models can be expected to work well on transport mode classification as
compared to other classification algorithms such as multi-class SVMs. This is because, inherently,
many features will correlate strongly (e.g. the 951 and 99" percentile of speed) and are
measured on different scales. As recommended, a tuning strategy to find the optimal number of
random features per tree was used and this optimum was implemented [95]. The number of
trees was held constant at 1000. As recommended [96-98], to assess the performance of the
model, a 5-fold 10 times repeated cross-validation is used. In addition to overall model accuracy:

correctly classified trip

accuracy = -
y total trips

class level sensitivity and the macro-averaged F1 statistic are reported. The F1 statistic is the
harmonic mean of sensitivity (also called recall) (p) and precision (). p and i are defined as:

TR TR
T TR+FN; " TP +FPR

Pi

Here, TP; (True Positives) is the number of trips assigned correctly to transport mode i; F P, (False
Positives) is the number of trips that do not belong to transport mode i, but are assigned to
transport mode i incorrectly by the model; and F N; (False Negatives) is the number of trips that
are not assigned to transport mode i by the model, but which actually belong to transport mode
i.In macro-averaging, the F1 statistic is computed locally over each class, followed by taking the
average of these measures.

INZES

F1;
2-mi-p; =

Fl; = T[iTpifFlmacro averaged = M

where M is total number of classes (transport modes in this research).
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3.5.1 Order of Analysis
To test whether context and respondent-level features increases the performance of the model,

first, only the features related to the GPS data and measurement information are included (e.g.
speed, acceleration, turning, accuracy, etc.). In a second step, context location related features
are added (e.g. location of bus stops and train tracks and urbanicity). Thirdly, the respondent
level information is added (age, income, driver’s license) in a third model. In the fourth to the
eighth model, certain transport mode classes are combined. E-bike and bikes are collapsed into
one category, as are cars and scooters, and then trams, buses, metros, and trains. Finally, the
User error category is dropped in the ninth model. This collapsing of transport mode is done to
test whether combining similar, and therefore potentially hard to distinguish, transport modes
improves the accuracy.

Due to class imbalance in the data (there are only 19 tram trips compared to 2,172 car trips), a
downsampling strategy is adopted. This strategy counters the tendency of the Random Forest
algorithm to focus on the prediction accuracy of the largest classes, leading to poor local
accuracy of smaller classes [99, 100]. Additionally, models were optimized for a high Cohen’s
Kappa, instead of overall high model accuracy. Cohen’s Kappa is a normalization of the accuracy
metric that takes the baseline random chance of correct classification due to class imbalances of
the dataset into account. It does so by comparing observed accuracy with the expected accuracy
under random chance [101]. For model three and nine, confusion matrices are presented.

3.5.2 Feature Importance
Not all features are created equal. Some features are more useful in classifying transport modes

than others. To investigate which features are most influential in the different models, feature
importance metrics are calculated. Instead of using the default ‘decrease in impurity mechanism’
of features, this paper adopts the permutation importance as a metric of feature importance as
proposed by Strobl et al. [102]. Simply summarized, this method passes out-of-bag (OOB)
samples (those that are not used in the training set) through the Random Forest model, records
this baseline accuracy, then permutes a single feature (predictor) into random noise by shuffling
the values of that feature around before rerunning the Random Forest model. The importance of
a feature is then calculated as the difference between the original accuracy and the accuracy of
the model with the permuted column. Simply removing the feature instead of permuting it is not
possible since the Random Forest needs all features in the test set to fit the model. This is more
computationally intensive than the impurity mechanism, but proven to yield less biased
estimates of feature importance [102, 103]. In the impurity mechanism, for every feature the
sum of Gini decreases of the splits across all the trees of the Random Forest in which that specific
feature was included, is calculated and weighted. This method is almost ‘computationally free’
since the decrease in node impurity for every split in every tree is recorded anyway, but is “not
reliable in situations where potential predictor feature vary in their scale of measurement or their
number of categories” Strobl et al. [104]. Features used in this paper vary widely in their scales of
measurement. Permutation importance can also be argued to be a purer metric of feature
importance, since this metric actually estimates how much a feature contributes to the model
predictive performance. The impurity measure uses decrease in impurity as a proxy, but not
direct measurement [105].

Predicting Unlabelled Trips

Since the data was collected in an actual travel survey, as opposed purposefully collected to later
classify, there is considerable item non-response in the form of unlabelled trips. Fortunately, the
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4.1

fitted Random Forest model does allow for prediction of these 12,773 unlabelled trips. The
proportions of how often the different transport modes are used can then be compared to
labelled trips and to the data collected in earlier, diary-based, studies. Prediction only works if is
assumed that the labelled and unlabelled trips come from the same data generating mechanism
and that there are sufficient similarities between them. If, for example, all unlabelled trips are
horse riding trips, prediction will be futile with a trained algorithm which does not include a
horse as a transport mode. Similarly, if all unlabelled car trips would be long-distance trips, the
algorithm would fail to predict correctly.

Comparing Results to Diary-based Study

For the comparison with diary-based studies, this research uses LI201ai2y1€ RI-il- Fi2Y the 2018
diary-based Dutch travel survey (“Onderzoek Onderweg in Nederland” or ODiN) [19]. In this
research 56,858 people participated who kept a travel diary for a single day [19]. In the sampling
of respondents for this smartphone GPS-based survey, roughly half was sampled from the
respondents from this latest (diary-based) travel survey, which was held 2 months prior. This
facilitates some further comparison between results of the two survey methods, because there
are respondents who participated in both studies. However, it is important to keep in mind that
the periods the ODIiN respondents completed the diary (september) and GPS based study
(November) were different. Of the 674 respondents who participated, 422 came from this ODiN
group. Together they made up 60.6% of the labelled trips and 52.9% of the unlabelled trips.

Results

In this section, the research questions on accuracy, collapsing transport modes, feature
importance, influence of respondent-level information, and comparison with diary-based survey.
In addition, the paper explores what factors help explain why transport modes are correctly
predicted or not in Subsection 4.3. This paper then also presents a strategy to improve prediction
accuracy in Section 4.4. It does so by including information on the previous travel behaviour of
respondents.

What is the Accuracy?

Figure 4.1 presents the results of the nine different models. As expected, adding extra
information to the model in the form of more features yields higher accuracies; so too does
combining classes of similar transport modes. The accuracy of the model without registry
information or context data is 52%. Adding the context location data clearly improves the overall
classification sensitivity of public transport modes (metro goes from .48 to .88 and train from .73
to .80, for example), but has little influence on modes such as walking or scooter for which there
are no related location features. The total accuracy goes up 60% when adding the context
location features.

4.1.1 Effect of Adding Registry Information?
Adding registry data further improves the model accuracy (62%) and macro-averaged F1 statistic
slightly, mostly due to a better separation of bikes and E-bikes.
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Figure 4.1 The black line represents macro-averaged F1 statistic of the nine different models
represented on the x-axis. The coloured dashed lines represent the sensitivity of the model to
different transport modes. The accuracy of the models is listed on the x-axis. In the first three
models, additional features are added. In models four to eight different classes of transport modes

are collapsed (‘ indicate when which modes are collapsed). The final model represents the model
with collapsed modes, without the User errors.

4.1.2 Effect of Merging Transport Modes?

Progressively merging different transport modes also leads to higher accuracy, sensitivity, and F1
statistic, at the cost of being able to distinguish between fewer transport modes. Collapsing
E-bikes and bikes, scooters and car, and tram and metro lead to the highest improvements, while
further adding the train, and then bus, to the collapsed category of public transport only
improves accuracy slightly (up to 77%), but does lead to a higher F1 statistic. When modes are
collapsed into one, the sensitivities are combined too (but not necessarily averaged). This can
lead to a decrease in sensitivity for certain modes, for example for the sensitivity of scooter when
it is combined with car.

Dropping the User error category further improves the predictive power of the model to an
accuracy of 85%. However, this means that one would have to develop an app that does not
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Table 4.1 Confusion Matrix for the third model with all the features and no collapsed transport
modes yet, accuracy: 62%

predicted observed

E-bike bike car metro bus scooter train tram Usererror walk
E-bike 70 164 96 0 2 1 1 0 0 22
bike 29 361 ©51 0 2 0 0 0 1 35
car 8 20 1308 O 8 3 5 0 3 18
metro 0 11 24 13 0 1 7 2 0 9
bus 4 20 199 0 24 1 4 0 1
scooter 13 14 195 0 0 22 0 0 0
train 2 4 74 0 2 0 142 O 1 10
tram 2 53 35 1 4 0 15 2 35
User error 10 54 109 0 1 1 8 2 16 91
walk 10 59 82 0 2 0 3 671

Table 4.2 Confusion Matrix for the ninth model with all the features and collapsed transport
modes and no User errors, accuracy: 85%

predicted observed

bike collapsed motorized public transport  walk

bike collapsed 772 144 8 58
motorized 50 1842 19 30
public transport 12 108 219 18
walk 73 108 8 793

record erroneous trips.*). The confusion matrices of model 3 and 9 are presented in respectively
Table 4.1 and 4.2.

4.2 Feature Importance?

Table 4.3 presents the most important features in models one, three, and nine. Clearly,
speed-related features, such as the mean, median, and different percentiles, contribute
considerably in the potential to distinguish different transport modes. Other features, such as
the skew of the speed distribution throughout the trip, acceleration, heading chance, and the
features related to the number of turns are only of marginal importance. For the models in
which context location information is included, especially the vicinity to train tracks and other
public transport locations are of importance. This is especially true in the models in which
different types of public transport need to be distinguished (model 3,4, and 5). Once the public
transport modes are collapsed, these features are no longer among the most influential ones, as
seen in the last column of Table 4.3.

In consonance with the results presented in Figure 4.1 (that adding registry data only adds little

to the total accuracy), we do not see any of the registry related features among the most
important features. In model 3, scooter ownership is the 18™ most important feature (30.3%).

4 If the User error category was already dropped after the third model (not presented here), the accuracy of this model
would be 64%
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Table 4.3 Top 10 most important features for model 1 (only location), model 3 (context location
and registry information added), and model 9 (transport modes collapsed and User errors omitted).
Feature importance is measured using the permutation method and all features were checked for
significance using the method proposed by Altmann et al. [106] (all p-values of presented features
< .01). Importance values are all scaled, such that the most important feature in the model gets
100%. Values can only be compared within in models and not between models. Table B.2 presents
the summary statistics of 10 important features for the different modes (apologies to the reader for
having to interpret such things as a median of the mean of speed per trip per transport mode).

model 1 model 3 model 9
features % features % features %
1 speed Pgsg, 100 rel. prox. train tracks 100 speed P;50, 100
2 distance straight line 57.0 rel. prox. subway stops  92.0 speed Pgq, 80.2
3 speed Pys5, 52.9 speed Pggq, 79.3 median speed 49.2
4 speed Pgge, 51.7 rel. prox. subway tracks 74.6 speed Pgsg, 42.9
5 mean speed 49.3 speed Pgsg, 72.4 mean speed 37.4
6 median speed 47.6 rel. prox. tram stops 61.1 rel. prox. train tracks 29.4
7 speed P;so, 36.8 distance straight line 45.7 o speed 20.6
8 speed Psg, 36.3 speed Psq 42.9 npoint near train track  15.3
9  acceleration Pyge, 30.2 speed P59, 41.1 speed Py5 14.8
10 ratiospeed + 120 km/h  29.1 median speed 37.7 unique train stations 11.4

For visual aid, Figure 4.2 presents the marginal probabilities of the different transport modes on
three of the most influential features in model three. Section C in the Appendix explains how
these plots are constructed. They can be interpreted as the probability that a trip belongs to a
certain transportation mode given the different levels of the feature the x-axis and given that all
the other features stay constant. From this it can be concluded that, trips that are relatively close
to train and subway tracks are respectively more likely to be trips using trains and subway as
transport modes. Similarly, trips with a high 90" percentile of speed are more likely to be car
trips, while trips with a low .90t percentile are more likely to be walking or User errors. When
the Random Forest models are retrained with only the most important features presented in
Table 4.3, the accuracy is 51% for the first model (1% lower than the model with all the features),
59% in the third (3% lower) and 84% in the ninth model (1% lower). These results might be
unsurprising, but the fact the model picks up on understandable and interpretable features and
not on noise is reassuring.

4.3 On What Trips are Classified Correctly

A logistic regression with as binary outcome variable whether or not a trip is correctly classified is
presented in Table 4.4.5) This regression shows that indeed the number of data points a trip
consists of predicts whether a trip was correctly classified. This finding supports the conclusion
of Byon et al. [73], who found that longer monitoring leads to higher accuracy. Other variables
important in predicting whether a trip is correctly classified include the average accuracy of GPS
points in a trip, the ratio of points in an urban area, and the transport mode. A smaller, as in
more precise, accuracy radius leads to a better probability of correct classification. With a wider
accuracy range, most features, such as speed or proximity to a bus stop, are less precisely
calculated. Trips in urban areas are easier to predict, most likely because more context location

5} For the interested reader, a Bayesian implementation of this analysis can be found in the supplemental materials

hosted on the author’s GitHub page [81].
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Figure 4.2 Marginal probability plots of the top three features of model three. A is the marginal
probability plot of the ratio of location points near railway tracks, B is the marginal probability plot
of the ratio of location points near subway stations, C represents the marginal probability plot of
the .90 percentile of speed. These plots clearly show the class imbalance in the data, but also how
these features do really influence the probability of a class, given that all other features stay
constant.

features are present in urban areas. Finally, not all modes are equally likely to be classified
correctly. This can also be deduced from the confusion matrices. Variables related to the
smartphone used by the respondent, such as the brand, model, and the operating system (iOS or
Android), were not related to correct classification and not presented here. One reason that
correctly classifying trips is hard is because short trips simply have very little information in them.
If only trips longer than 10 minutes are included, the accuracy of model 3 increases to 65% and
the accuracy of model 9 rises to 87%.°

4.4 Using Earlier Trips to Improve Accuracy

Thus far, all trips have been analysed as separate and independent events, without taking into
consideration the nested structure of the trips within persons. This way, the Random Forest
algorithm merely uses all the different features to classify a trip. This is useful if you want to use
the trained model from this research on new respondents. In reality, knowledge on previous
transport modes used by a respondent is likely to help predict the transport modes of trips by
the same respondent. For example, a person who uses an E-bike regularly might be less likely to
use a bike for a given trip. To test this hypothesis, dummy variables for all transport modes were
calculated per respondent, indicating whether a respondent labelled this mode at any time

6) In addition to the so-far presented Random Forest models, this paper also applied other supervised machine learning

techniques to classify transport modes, including Support Vector Machines, Naive Bayes, Neural Networks, and Gra-
dient Boosting. In consonance with earlier research, these techniques did not outperform the Random Forest models
in terms of accuracy. Support Vector Machines did score comparably to the Random Forest models (accuracy 60% on
model 3), but do require more data handling.
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Table 4.4 Logistic regression on the correct classification of transport modes.

Dependent variable:

classified (ref = incorrect)

coef S.E. O.R. [profile Cls]
n data points 0.0003*** .00005 1.0003 [1.0002; 1.0004]
mean accuracy (meter) —0.003*** .0003 .997 [.997;.998]
ratio of trip in urban area 1.352*** 122 3.866 [3.050; 4.920]
Transport mode (ref = walk)
mode (E-bike) —1.116"** .186 .328[.227; .472]
mode (bike) —1.208"** .108 .299 [.242; .369]
mode (car) —1.067*** .095 .344 [.285; .414]
mode (metro) 1.213 .786 3.363 [.874; 22.267]
mode (bus) —1.041*** .326 .353 [.186; .675]
mode (scooter) 0.467 .502 1.595 [.645; 4.811]
mode (train) 0.501** .235 1.650 [1.055; 2.656]
mode (tram) 0.263 .541 1.301 [.479; 4.167]
mode (User error) —0.472 413 .624 [.277; 1.422]
Constant 0.825"** .079 2.281 [1.956; 2.670]
Note: **p<0.05; ***p<0.01

during the research period. Due to the relatively large sample size of respondents, this paper can
test whether the inclusion of such dummy variables improves the accuracy of the model. To
prevent the labelling of the current trip from influencing the classification, the trip that is being
classified is not included in the dummy variable calculation. The accuracy of a model with these
dummy variables gives an idea of how the algorithm would perform if respondents would
indicate which transport modes they regularly use prior to using the app for the first time. Such a
question could be included in future versions of the app.

The nine different models with the inclusion of the dummy variables are summarized in Figure
4.3 and Table 4.5. Compared to the model presented in Figure 4.1, similar trends exist. Adding
features improves accuracy and public transport modes are better distinguished with the
inclusion of context location data. Additionally, the inclusion of these dummy variables leads to
higher overall accuracy, and better sensitivities in all models. With the inclusion of these dummy
variables, the mean accuracy of the nine different models, on average, rises by 4.8%. In the first
three models the increased accuracy is the highest and, for the third model it is 6%. Interestingly,
adding extra features actually decreases the sensitivity of the E-bike class. The macro-averaged
F1 statistic, on average, rises by 0.045 points (0.059 for the third model). Furthermore, it is clear
that especially the sensitivity of E-bike (+.24), bike (+.11), scooter (+.15) and tram (+.04) in the
third model improves when compared to the same model without these dummy variables. These
might be modes that respondents either use regularly or not at all. Few respondents will use
both a bike and an E-bike regularly within the data collection period: someone might either use a
tram to commute to work or not at all. For the current respondents, the ratio of bike to E-bike
trips is 5.3 for all labelled trips, but 19.1 for respondents who used a bike at least once, and 0.4
for respondents who used an E-bike for at least one trip. Similarly, only 9 respondents were
responsible for all tram trips, and for these respondents, tram trips made up 12% of their trips,
compared to .4% for all respondents. This also explains why the increase of accuracy (1% in the
final model) and increased F1 statistic (+ 0.015) compared to the model without these dummy
variables diminishes when modes are collapsed.

If, instead of dummy variables on whether a mode was used, the proportion by which a mode
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was used by a respondent are included as features, the accuracy of the third model rises to 70%
and to 87% in the ninth model. To reach these accuracies one does need to observe respondents
for a longer time. Therefore, this model is not directly applicable in travel mode prediction
studies with new respondents. However, it represents the accuracy of the model once it has
observed all trips (travel behaviour) of a respondent. This creates valuable information in the
prediction of unlabelled trips.

Predicting Unlabelled Trips

The final presented model was used to predict the transport modes for trips where the transport
modes were missing. In this model the proportions of how often respondents used different
transport modes are included as features. 77% of the unlabelled trips came from respondents
who labelled at least one trip.

For these respondents the proportions of how often they used different transport modes can be
calculated from the trips they did label. For the other 23%, the proportions of used transport
modes were predicted using bagged decision trees using the CARET package [92]. Leaving these
missing cases out did not yield different results. The results are presented in Table 4.6. The first
column presents the statistics of the labelled trips from the GPS-based study. The second column
contains the predicted proportions for the unlabelled trips, and the third column combines both
the labelled and unlabelled trips. The unlabelled trips, on average, are shorter in both time and
distance. Partly for this reason, there are predicted to be more walking trips in the unlabelled
data and fewer car trips. Furthermore, in the labelled trips, there is a consistently lower
proportion of public transport modes compared to the predicted unlabelled transport modes.
There are expected to be more User errors in the unlabelled data, which is coherent with the
more cumbersome method of labelling these erroneously recorded trips. Respondents might be
more likely to just leave a trip unlabelled, instead of reporting the error.

Two notes of caution are warranted. First, the model only has a 70% prediction accuracy. Adding
to this, the logistic regression presented in Table 4.4 shows that wrong prediction of transport
modes is not equal among transport modes. Compared to walking, E-bike, bike, car, and bus trips
are less likely to be predicted correctly, while train trips are more likely to be predicted correctly.
Secondly, the prediction model was trained on data from where multi-mode trips and trips with
rare transport modes were omitted (5.8% of trips). In the unlabelled data, these trips can be
expected to still be present. Unavoidably, these trips are now ‘forced’ into one of the ten
predicted transport modes. One way to quantify, how certain the Random Forest algorithm is
about the predictions, is by looking at the average prediction certainty of the most likely
transport mode per trip. The Random Forest gives a prediction probability between 0 and 1 for
all ten transport modes for every trip. These prediction probabilities sum to one and the model
picks the transport mode with the highest probability for a given trip. So, if the model is certain
that a trip was a bike trip it would give the transport mode bike a score of 1 and the 9 other
modes a score of 0. If it is not sure at all, it would give all transport modes a score of .1. For the
labelled trips, the prediction certainty of the most likely transport mode on average is .51 and .48
for the unlabelled trips. This means that, on average, the algorithm is a bit surer about the
predicted transport modes from the labelled trips.
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Figure 4.3 Models with dummy variables of modes used by respondents. The black line represents
the macro-averaged F1 statistic of the nine different models represented on the x-axis. The
coloured dashed lines represent the sensitivity of the model to different transport modes. The
accuracy of the models is listed on the x-axis. In the first three models, additional features are
added to the model. In models four to eight different classes of transport modes are collapsed (‘
indicate when which modes are collapsed). The final model represents the model with collapsed
modes, without User errors.

Table 4.5 Confusion Matrix for the third model with all the features and the dummy variables of
earlier used modes and no collapsed transport modes yet, accuracy: 68%

predicted observed

E-bike bike car metro bus scooter train tram Usererror walk
E-bike 105 90 97 0 1 0 1 0 0 24
bike 14 447 85 0 3 0 0 0 1 42
car 6 27 1427 O 8 1 6 0 2 21
metro 0 13 26 14 0 0 9 2 0 11
bus 2 26 178 0 24 0 4 0 1 7
scooter 2 10 83 0 0 26 0 0 0 4
train 1 4 73 0 2 0 142 0 1 11
tram 2 43 34 1 4 0 6 16 1 29
User error 6 32 70 0 2 1 6 1 20 62
walk 10 69 100 0 2 0 1 1 1 690
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Table 4.6 Summary statistics and proportions of used transport modes of the labelled and
unlabelled trips in the dataset. For the statistics and the transport mode proportions, the User
error category is excluded from the proportion calculation. This facilitates better comparison with
the proportions of used transport modes in the diary-based study presented in Table 4.7 Note:*
proportions (partly) based on predicted transport modes.

Labelled trips Unlabelled trips Combined labelled and
unlabelled trips
median data points 351 233 264
median duration 553 sec 507 sec 525 sec
median distance 2299 m 1758 m 1927 m
% trips < 500m 20.4% 26.9% 24.9%
% E-bike trips 3.45% 7.01%* 5.92%"
% bike trips 17.84% 9.31%" 11.91%"
% car trips 50.98% 35.09%" 39.95%"
% metro trips .35% 2.48 %* 1.83%"
% bus trips 1.04% 8.16%" 5.98%"
% scooter trips .67% 1.24%" 1.07%"
% train trips 4.13% 6.95%" 6.09%"
% tram trips A44% 2.47%" 1.86%"
% walk trips 21.10% 27.27%"* 25.38%"
% User errors .65% 2.57%" 1.99%*

4.6 How do Results Compare to Results of Diary-based Study?

Table 4.7 shows the comparison of provisional data from the diary-based ODiN study statistics
with the GPS-based study. The first column gives the GPS-based results of those respondents
who participated in both the GPS-based study and the diary-based ODiN study. The second
column gives the combined labelled and unlabelled trips from them. The third column gives the
diary-based results of these same respondents.

Research by Roth [107] shows that there is non-random nonresponse in this app-based travel
study and that, particularly, older and lower educated people have relatively lower response
rates. In contrast, younger people are often harder to reach with traditional survey methods
[108]. These groups of people might have different travel patterns, which would influence the
results. Additionally, the studies were conducted at different times of the year, with this
app-based survey collecting data in the colder time of the year.

Nonetheless, the results show that transport modes are reported in different proportions in the
two study designs. As expected [13—15], the GPS-based study records shorter trips and a larger
percentage of short trips (500m or less) compared to the diary-based study. In the GPS-based
study, there are more walking and train trips, and considerably fewer bike trips compared to the
diary-based study. It can be speculated that people are less likely to forget their bike trips in a
diary-based study than their short walks, although is also possible that people used their bikes
less and instead used the bus more in the (colder) period of the GPS-based travel study. More
research on these dynamics is needed.
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Table 4.7 Summary statistics and proportion for trips by respondents who participated in both
the GPS-based study and the latest (diary-based) Dutch Travel Survey [19]. For both studies,
multi-mode trips and trips with rare transport modes are excluded and for GPS-based trips the User
error category is excluded from the statistics and the proportions calculation. Note:* proportions
partly based on predicted transport modes.

Labelled GPS-based trips  Combined (un)labelled Diary-based trips from
from 422 respondents GPS-based trips from respondents who partic-
who participated in both  respondents who partic- ipated in both studies

studies ipated in both studies
median data points 344 260 NA
median duration 549 sec 521 sec 1200 sec
median distance 2281 m 2006 m 3000 m
% trips < 500m 20.3% 24.1% 12.7%
% E-bike trips 3.35% 7.15 %" 4.72%
% bike trips 17.22% 11.85 %* 22.12%
% car trips 52.23% 41.98 %* 44.44%
% metro trips .35% .99 %* .93%
% bus trips 1.37% 5.96 %* 2.34%
% scooter trips .93% 1.52 %* 1.24%
% train trips 3.62% 4.46 %* 3.09%
% tram trips A7% 2.02 %* .59%
% walk trips 20.45% 24.04 %* 18.47%
% User errors .65% 1.98%" NA

5

Conclusion

In summary, the prediction accuracy of the ten classes of transportation modes within a
large-scale travel survey is fruitful. In the most complete model, a 70% accuracy was achieved.
Features from GPS data on their own do a reasonable job in separating transport modes when
using a Random Forest model (accuracy 52%). However, such a model is not very sensitive in
separating similar modes, such as trams and metros. Adding context location data to the model
increases accuracy with 8 percentage points, and it especially increases the sensitivity of
detection of public transport modes. Including additional registry data improves the model by
another 2%. In the model without context location, speed and travel distance are the most
important features in distinguishing transport modes. Context information on public transport
infrastructure is more important in models where these features are included. When dropping
the User error category and merging similar transport modes, this research achieves a prediction
accuracy equal to the average prediction accuracy of earlier research which used large samples,
of 85%. Nevertheless, to create high-quality official statistics, the distinction of just four
transport modes is insufficient. Using nine of the most commonly used categories of transport
modes, both in this research and in traditional Dutch Travel Surveys, as well as an extra class of
erroneously recorded trips, the accuracy is 62% when treating trips as independent events.
Taking into account the transport that respondents used previously, the accuracy of the
predictions increases to 68%. Taking into account how often respondents used a certain
transport mode increases the accuracy to 70%. Inherent to these GPS-based smartphone studies
is the fact that there are erroneously recorded trips. This research, for the first time, aimed to
classify these measurement errors. From the increase of accuracy and macro-average F1 statistic
in models without these errors, it is evident that User errors are hard to predict with the data
collected in the current version of the app. However, simply leaving these out of the model
would be disingenuous. Whereas GPS based studies have issues with unlabeled and wrongly
labeled data,
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diary-based suffer from respondents not reporting trips at all [13—15]. However, GPS-based
studies have the advantage that these shorter unlabelled trips are, at least, recorded. The
transport modes of these trips can then be imputed. If the goal is to reduce the respondent
burden, one could also give a set of the three most likely transport modes belonging to a trip,
from which a respondent then needs to pick the correct one. The fact that the Random Forest
model gives a prediction probability for all transport modes and not only the most likely
transport mode, can be used to check how often the labelled transport mode falls within the top
three most likely predicted transport modes. For the model three without the dummy variables
the observed transport mode falls in the top three predicted transport modes 86% of the time.
For the same model with the dummy variables for used transport modes 89% and for the model
with proportions of used transport modes 91% of the time.

Discussion

This study showed the feasibility of, at least partly, automatic transport modes prediction in
national travel surveys. Even if full automatization of transport mode prediction is not feasible,
the results of this research could lead to a reduction in response burden in the future. For
example, you could use the fitted model to calculate expected probabilities for different modes
and, based on that, only present the top three to the respondent. Alternatively, you could only
ask respondents to label trips for which the algorithm is less than 70% certain about the
prediction.

However, the current model suggests that it is likely not accurate enough to distinguish between
the nine most commonly used transport modes and to also flag erroneously recorded trips. The
best results in this study, in which there are only four classes of transport modes, is still 7%lower
than earlier research also employing the Random Forest algorithm. There are a few reasons that
likely contributed to this discrepancy. The majority of earlier research aimed to answer the
question of whether smartphone GPS data could be used to accurately predict transport modes;
this research aimed to answer whether smartphone GPS data can be used to accurately predict
transport modes in a national travel survey. This is a subtle difference, but an important one.
Instead of purposely collecting trips of different transport modes, a large number of respondents
for this app was randomly sampled from the Dutch population. The respondents were not
trained in the use of the app and only the minimum of data screening was done. The app was
also not purposely developed to predict transport modes, but instead to collect data on travel
patterns.

More data on the rarer modes, especially scooter, tram, and metro, would likely increase
prediction accuracy, as would further improvement of the app. Furthermore, this research
assumed labelled trips to be the ground truth with no mislabelling, an assumption that is unlikely
to completely hold. Some respondents might have (accidentally) mislabelled trips. Notably, the
category User error is likely to be underestimated. Respondents could not delete trips or label
them as erroneously recorded, but had to make the effort to leave a comment in the ‘other
transport modes’ text field. Better separation of trips into different segments with a single
transport mode is also likely to improve the model accuracy. Future analyses might employ the
splitting algorithms designed by Xiao et al. [66] or Tsui et al. [10] to split the multi-mode trips into
uni-mode trips. Furthermore, it might be possible to use context location features to split trips,
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as a train station is a likely point to change transport modes. It is not unlikely that some
respondents only reported the dominant transport mode in a trip where multiple modes were
used. The app that was used for this research is still in active development and did crash
repeatedly for some respondents. Especially for users with older phones and phones with the
newest version of i0S, the app was unstable. This might have prevented them from changing a
mislabelled trip. Furthermore, the user interface for labelling trips was not yet optimized. For
instance, transport mode was only labelled for 45.5% of the trips in the 7 days that the
respondents were asked to participate, while stop purposes were labelled 69.4% of the time. The
only difference between the two was the interface in the app. As mentioned above, the current
version of the app did not (yet) store accelerometer data, which is information that could pick up
on more subtle differences in acceleration and vibrations between different modes. Location
data from current-day smartphones on its own is most likely not precise enough to calculate
these types of features. Reddy et al. [1] found a drop of 20% in accuracy when they either only
used the GPS sensor or only the accelerometer sensor compared to using both.

Readers who are better versed in ‘traditional’ statistical methods than machine learning
approaches might take issue with the lack of both a power calculation and discounting of the
hierarchical structure of data. Surely, 5,641 trips from 5,641 different individuals would have
given more information than the current nesting of data of trips within respondents. Due to
nesting, specific respondent level peculiarities, such as an extreme walking speed of a few
individuals who labelled a lot of trips, could dominate the data. For certain transport modes, a
larger influence of respondent can be expected. For example, a respondent has no influence on
the speed and cornering behaviour of public transport modes but does so while walking, riding
bikes or E-bikes, and, to a lesser extent, driving a car or scooter. In a hypothetical and extreme
case, in which one individual collected all the data, the trained algorithm would not generalize
well to trips collected by other respondents, due to individual differences in moving patterns.
Little research exists on necessary sample size calculations for classifying transport modes. One
exception includes Bolbol et al. [109]. They conclude that, for a study period of two weeks, 11
respondents are needed to classify walking trips and up to 81 respondents are needed to classify
bus and car trips. These same authors [110] argue that “methods using labelled data have
achieved accuracies of 90% or more, yet sample sizes and durations were often not adequate to
give full accreditation to the result.” However, they only use speed as a feature to distinguish
transport modes and not any of the other highly informative features that are often used. They
also do not take the nested structure of data into consideration. In the current research, every
transport mode was labelled by between 7 (scooter) and 327 (car) different respondents. Only 9
people labelled tram trips, 14 metro trips, and 21 User errors while walking (301) and bikes (186)
were the second and third most labelled transport modes. Exact power calculations for
classification of nested data using Random Forest are not available and rarely discussed in the
literature. Nonetheless, considering the large sample size, both in trips and respondents, this
research expects that there was enough information in the data to successfully classify the most
common transport modes. However, it can be expected that scooter and User error classification
is likely to generalize poorly to other (new) respondents.

Considering this nesting of the data, future research might try to implement recent multilevel
extensions of the Random Forest algorithm. This way, in addition to which transport modes
someone used before, the algorithm can pick up on respondent specific features, such as
someone’s walking and biking speed. While Karpievitch et al. [111], showed that, in a simulation
study, prediction accuracy was equal for multilevel and single level data for Random Forest, more
recent research argues in favour of multilevel extensions of the Random Forest algorithm for
both regression and classification. These include stochastic semi-parametric mixed-effects
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models for longitudinal data [112] and a mixed-effects Random Forest extension of the Random
Forest which estimates random part within the framework of the Expectation—Maximization
algorithm [113]. The latter is now available as a Python package, but only for regression and not
yet for classification (in development) [114, 115].

Zooming out a bit from the issue at hand, it is worth pondering a bit on both the potential
avenues automatic transport mode prediction opens and what challenges lie ahead. First of all,
both technical obstacles and new opportunities need to be addressed in future research. For
example, the app used for this research feuded with different operating systems to keep the flow
of location data streaming in. All mobile operating systems use methods to ‘kill’ apps and
background processes. This is done for both privacy reasons and to preserve hard needed
battery life. At busy moments or when a respondent did not use its phone for a period of time,
phones would simply decide to stop collecting and saving data. Partly due to these restrictions,
on average only 12.8 hours of location data per respondent per day (instead of the ideal 24) were
collected. This is just one of the many issues researchers in the field of sensor data encounter.
This means that instead of, or maybe in addition to, being experts on question design and
sampling strategies, future travel survey researchers will also need be acquainted with technical
issues related to app development and sensor data. These challenges notwithstanding, an
increasingly higher smartphone penetration in most countries and the fast technological
development of smartphones offers many new possibilities. The first phones with
dual-frequency GPS receivers are currently hitting the market [116]. In combination with the now
operational multi-frequency Galileo satellite system, these phones should be able to determine
accuracy to 30cm, even indoors [117]. More precise location estimates will likely improve
transport mode prediction, especially when paired with other sensor data. Additionally,
smartphones’ Near Field Communication (NFC) chips are increasingly used for payments, to
enter public transport infrastructure, and to unlock ride sharing modes of transport. Knowing
when someone enters the metro network or when someone unlocks a shared E-scooter will most
definitely help with transport mode prediction. Even if precise and privacy-sensitive data is not
available, smartphones logs on when the phone’s NFC chip was used, can give researchers import
information for prediction models. These more precise location data can not only help to predict
transport modes, but also predict the purpose of a stop, especially if the data can be linked to
up-to-date land use and OSM data.

In a sense, the current use of trips and stops as units of measurement is an artefact from
diary-based studies. To get perfect estimates of transport mode use, you need to be able to
correctly place a stop between every change of transport modes and you need to define, a priori,
how you define a stop. Is, for example, a visit to both a baker and a grocer next to each other,
one or two stops? Future research could abandon the paradigm of first separating stops and
trips, then engineering features, and then employing a machine learning algorithm. With
sufficient data, a convolutional neural network adapted for structured data should be able to pick
up on features such as speed and points of interest from the raw location data itself and predict
transport modes. Then instead of estimating how many trips a person average made per day and
how long those trips were, even more precise statistics could be calculated. For example, how
many minutes people walk from home to a bus stop or car, what percentage of time people
spend at work, and how many different shops they visit on a day. In such a paradigm, a
respondent’s day consists of 86,400 seconds that are all spend either travelling or stopping in a
certain manner. For every second a transport mode or a stopping activity can be assigned. If one
then, afterwards, wants to define trips and stops, that is still possible. As a first step, the results
of this study can help reduce respondent burden in app-based travel studies, while at the same
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time serving as a lead to improve transport mode prediction even further and reconsider how

travel surveys are designed and interpreted.
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Appendix
A Formulas for GPS-based Features

Total distance is calculated as:

trip.e—1
total distance = Z dist(P, Py1),

i=trip.s

where trip.s and trip.e represents the start and end of a trip and dist(P, P,,1) represents the
distance between P, and P, 4.

The straight-line distance between the start and end point is just the dist(P.rip s, Pirip.e). One
can also take the ratio between straight line distance and total distance as a statistic for the
straightness of a trip. The speed (0) between two locations can be expressed as:

__ dist(R, P1)

U; B

liv1 — 4
in which P, and t; are the location and time at moment i. Consequently, acceleration (or

deceleration for negative acceleration) is expressed as:

- Uit 7Y
j= = 2
liv1 — ¢

Heading direction change (hdc) of three consecutive points, such as P;.hdc, between P, P,, and
P; in Figure A.1, is calculated as:

P.hdc = |P.head — P, .head|

dist(Py, P,)

Figure A.1 Visual representation of how heading change (turns) and distance are
calculated.
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B Table with Features and Table with
Summaries of Statistics per
Transport Mode
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C Marginal Dependence Plots

Marginal dependence plots can be used understand and visualize the marginal effect of a feature
X¢ on the class probabilities. Suppose:

X = [.X'ch] € Rnxl),

where X, is a a vector of the feature we want to know the marginal dependence for and x. is a
matrix with the remaining features. Suppose we estimate some fit f. Then f;(x), the marginal
dependence of f at x, is defined as:

. 1,
== f ()
i=1

We keep x constant for the feature we want to know the marginal effect for and take the average
class probability prediction over all other combinations of other features. Computationally this is
a heavy task, but luckily computers are patient. This approach is closely related to what
Przemyslaw Biecek calls Ceteris Paribus Plots for classification [118]. For a longer explanation of
this approach, but for a simpler model, please refer to this helpful blog post by Hayes [119].

D Literature Review Table
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