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Structural time series models are known as a powerful technique for variance reduction in the framework of small area estimation (SAE) based on repeatedly conducted surveys. Statistics Netherlands currently uses a structural time series model for the publication of official monthly figures about the labour force. Such models, however, contain unknown hyperparameters that have to be estimated before the Kalman filter can be launched to estimate state variables of the model. This paper describes a simulation aimed at studying the properties of the model hyperparameters. The simulation of the distributions of the hyperparameters under different model specifications complements standard model diagnostics for state space models by providing additional insight into irrelevant hyperparameters in the model. Uncertainty around the model hyperparameters is another major issue. If it is not taken into account, the newly obtained variance estimates for the state variables of interest become negatively biased, particularly in short time series. In order to account for the negative bias in the MSE estimates of the Dutch Labour Force survey (DLFS) model, several estimation approaches known in the literature are considered. Apart from the MSE bias comparison, this paper also provides insight into the variances and MSEs of the MSE estimators considered. The results based on the DLFS suggest that the best performing approach we reviewed may correct for a 2-percent negative relative bias in the signal MSE produced by the Kalman filter, by offering a positive bias of 2 percent. After accounting for the hyperparameter uncertainty, the standard errors of the model estimates are still about 22 percent smaller than the design-based standard errors.

1 Introduction

Figures on the labour force produced by national statistical institutes (NSIs) are generally based on Labour Force Surveys (LFS). There is an increasing interest to producing these indicators at a monthly frequency (EUROSTAT (2015)). Sample sizes are, however, hardly ever large enough even at the national level for producing sufficiently precise monthly labour force figures based on design-based estimators known from classical sampling theory (Särndal et al. (1992), Cochran (1977)). When figures are insufficiently precise, statistical modelling can be used to improve the effective sample size of domains by borrowing information from preceding periods or other domains. Such techniques are often referred to as small area estimation (SAE), see Rao and Molina (2015) and Pfeffermann (2013). Repeatedly conducted surveys in particular have a potential for improvement within the framework of structural time series (STS) or multilevel time series models.

STS models, as well as multilevel models, usually contain unknown hyperparameters that have to be estimated, which translates into larger standard errors of the domain predictions. If this uncertainty (here and further in this paper referred to as hyperparameter uncertainty) is not taken into account, estimated MSEs of the domain predictors become negatively biased. Within the framework of multilevel models, taking the hyperparameter uncertainty into account is viewed as a necessary and common practice. It is routinely performed when those models are estimated with the empirical best linear unbiased predictor (EBLUP) or the hierarchical Bayesian (HB) approach, see Rao and Molina (2015), Ch. 6-7, 10. STS models, in turn, are not as widely used in SAE as multilevel models. The Kalman filter, usually applied to fit STS models, ignores the hyperparameter uncertainty, and therefore produces negatively-biased MSE estimates. Applications that give evidence for substantial advantages of STS models over the design-based approach treat the estimated model hyperparameters as known, see, e.g., Bollineni-Balabay.

At Statistics Netherlands, a multivariate STS model is used to produce official monthly labour force figures for the Dutch Labour Force survey (DLFS). This model was originally proposed by Pfeffermann (1991). The DLFS survey is, as in many other countries, based on a rotating panel and features insufficiently large sample sizes for production of monthly figures. The STS model applied to the survey design-based estimates uses sample information from preceding time periods and accounts for different features of the rotating panel design, such as the so-called rotation group bias (RGB) and autocorrelation in the survey errors. In this way, sufficiently precise monthly estimates of the unemployed labour force are obtained (see Van den Brakel and Krieg (2009), Van den Brakel and Krieg (2015)). STS models are also applied in the production of official statistics at the US Bureau of Labor Statistics, Tiller (1992). Interest to this technique has been growing among several other NSIs spread around the world, for example at NSIs of Australia (Zhang and Honchar (2016)), Israel and the UK (ONS (2015)).

This paper presents an extended Monte-Carlo simulation study, where the DLFS model acts as the data generation process. Such a simulation is an insightful step into the process of model selection before the model is implemented in the production of official statistics. First, evaluating the hyperparameter distributions under different model specifications provides additional insight into the importance of retaining certain hyper-parameters in the model. Standard model diagnostics for state space models provide limited information on irrelevant hyperparameters. In case of model overspecification, not only may the distribution of redundant hyperparameter estimates largely deviate from normality, but estimation of other hyperparameters may also be disturbed. Therefore, even if the model diagnostics is satisfactory, it may still be wise to simulate the model and to examine the distribution of the maximum likelihood (ML) estimator of the model’s hyperparameters.

Another aim of the simulation is evaluating to which extent uncertainty around the hyperparameter estimates affects estimation of the STS model-based MSEs. Ignoring the hyperparameter uncertainty in MSE estimation is only acceptable if the available time series are sufficiently long. Depending upon a particular application, the length of time required to be "sufficiently long" will vary. Most often, uninterrupted time series available at NSIs are relatively short, mainly due to survey redesigns. This paper illustrates how the hyperparameter uncertainty problem decays as the DLFS time series increase from 48 to 200 months. More importantly, this paper attempts to find the best MSE estimation method for the DLFS model. The literature offers several ways to account for the hyperparameter uncertainty in STS models: asymptotic approximation, bootstrapping and the full Bayesian approach (for the latter approach, see Durbin and Koopman (2012), Chapter 13). Among those approaches considered in this paper are the asymptotic approximation developed by Hamilton (1986), as well as parametric and non-parametric bootstrapping approaches developed by Pfeffermann and Tiller (2005) and Rodriguez and Ruiz (2012). These methods are applied to the DLFS model to see whether the hyperparameter uncertainty matters in terms of increased MSEs of the quantities of interest in this real life application.

The contribution of the paper is three-fold. First of all, it shows how the Monte Carlo simulation can be used to check for model overspecification (i.e. for redundant hyperparameters). Secondly, it suggests the best of the proposed approaches to MSE estimation for the DLFS and offers a more realistic evaluation of the variance reduction obtained with the STS model compared to the design-based approach. Finally, this Monte-Carlo study refutes the claim of Rodriguez and Ruiz (2012) about the superiority of their method over the bootstrap of Pfeffermann and Tiller (2005) in a more complex model. Apart from MSE bias comparison, this paper also provides insight into the variance and MSEs of these MSE estimators. To the best of our knowledge, the variability of
the above-mentioned bootstrap methods has not been studied yet. The paper is structured as follows. Section 2 contains a description of the DLFS and the model currently used by Statistics Netherlands. Section 3 reviews the above-mentioned approaches to the MSE estimation. Details on the simulation and bootstrap setup specific to the DLFS are given in Section 4. Results of the simulation study with respect to model selection and to the performance of the MSE estimation methods are presented in Subsections 5.1 and 5.2, respectively. Section 6 contains concluding remarks.

2 The Dutch Labour Force survey

2.1 The DLFS design

The DLFS has been based on a rotating panel design since October 1999. Every month, a sample of addresses is drawn according to a stratified two-stage sample design. Strata are formed by geographical regions; municipalities are the primary sampling units and addresses are the secondary sampling units. All households residing on one address are included in the sample. In this paper, the DLFS data observed from January 2001 until June 2010 are considered. During this period, data in the first wave were collected by means of computer assisted personal interviewing (CAPI) by interviewers that visit sampled households at home. After a maximum of six attempts, an interviewer leaves a letter with the request to contact the interviewer by telephone to make an appointment for an interview. When a household member cannot be contacted, proxy interviewing is allowed by members of the same household. Households in which one or more of the selected persons do not respond for themselves or in a proxy interview, are treated as non-responding households. Respondents are re-interviewed four times at quarterly intervals. In these four subsequent waves, data are collected by means of computer assisted telephone interviewing (CATI). During these re-interviews, a condensed questionnaire is applied to establish any changes in the labour market position of the respondents. Proxy interviewing is also allowed during these re-interviews. Mobile phone numbers and secret land line numbers are collected in the first wave to avoid panel attrition. Commencing the moment the DLFS was conducted as a rotating panel design, the gross sample size was about 6200 addresses per month on average, with about 65% completely responding households. The response rates in the follow-up waves are about 90% compared to the preceding wave.

The general regression (GREG) estimator (Särndal et al. (1992)) is applied to estimate the total unemployed labour force. This estimator accounts for the complexity of the sample design and uses auxiliary information available from registers to correct, at least partially, for selective non-response. The STS model defined in the next subsection is applied to the unemployed labour force GREG estimates that are based on the data observed in each month and each wave. Let \( Y_{t-1} \) denote the GREG estimate of the total number of unemployed in month \( t \) based on the wave of respondents that entered the panel in month \( t - j \). Five such estimates are obtained per month, each of them being respectively based on the sample that entered the survey in month \( t - j \), \( j = \{0, 3, 6, 9, 12\} \). The GREG estimator for this population total is defined as:

\[
y_k = \sum_{k,t} w_{k,t} \left( \sum_{i=1}^{n_{k,t}} y_{i,k,t} \right)
\]

with \( y_{i,k,t} \) representing the sample observations that are equal to 1 if the \( i \)-th person in the \( k \)-th household is unemployed, and zero otherwise; \( n_{k,t} \) is the number of persons aged 15 or above in
the $k$-th household; $w_{k,t}$ are the regression weights for household $k$ at time $t$. The method of Lemaître and Dufour (1987) is used to obtain equal weights for all persons within the same household:

$$w_{k,t} = \frac{1}{\pi_{k,t}} \left[ 1 + \left( \frac{\sum_{k=1}^{n_{h,t}} x_{k,t}}{\sum_{k=1}^{n_{h,t}} \pi_{k,t} g_{k,t}} \right)^{-1} x_{k,t} g_{k,t} \right],$$

where $\pi_{k,t}$ is the inclusion probability of household $k$ at time $t$, $g_{k,t}$ is the size of household $k$ at time $t$; $x_{k,t} = \sum_{i=1}^{n_{h,t}} x_{i,k,t}$, with $x_{i,k,t}$ being a $J$-dimensional vector with the weighting model auxiliary information on the $i$-th person in the $k$-th household at time $t$. Vector $X_t$ contains population totals of auxiliary variables. The weighting model is defined by the following variables (with the number of categories in brackets): Age(5)Gender + Geographic Region(44) + Gender(2)×Age(21) + Age(5)×Marital Status(2) + Ethnicity(8), where $\times$ stands for interaction of variables, and Age(5)Gender is a variable classified into eight classes where Age has five categories, with the second, third and fourth age category being itemized into two genders.

The design-based variance estimator for the GREG estimate $Y_{t-1}^{GREG}$ is approximated by:

$$\hat{V}_{\text{ar}}(Y_{t-1}^{GREG}) = \frac{1}{n_{h,t} - 1} \left( \frac{\sum_{h=1}^{H} n_{h,t} w_{k,t} \hat{e}_{k,t}}{\sum_{k=1}^{n_{h,t}} w_{k,t}} ^2 \right)^2,$$

where the GREG residuals are $\hat{e}_{k,t} = \sum_{i=1}^{n_{h,t}} (y_{i,k,t} - x_{i,k,t}'\hat{\beta}_t)$; $n_{h,t}$ is the number of households in stratum $h$ (with $H$ being the total number of strata); vector $\hat{\beta}_t$ is a Horvitz-Thompson type estimator for the regression coefficient that is obtained from regressing the target variable on the auxiliary variables from the sample.

2.2 The STS model for the DLFS

There are two reasons why Statistics Netherlands took a decision to switch to a time series model-based production approach in June 2010. One reason for that was inadequately small sample sizes for production of monthly estimates. With a net sample size of about 4000 households in the first wave on average, the GREG estimates of the unemployed labour force had a coefficient of variation of about 4% at the national level, which was considered to be too volatile for official statistical publications. In addition to that, monthly unemployment figures must be published for six domains based on a classification of gender and age. The design-based estimates of these domains feature much higher coefficients of variation. Another problem with the DLFS is the so-called rotation group bias (RGB), which refers to systematic differences between the estimates of different waves (see, e.g., Bailar (1975), Kumar and Lee (1983), or Pfeffermann (1991)). Common reasons behind the RGB are panel attrition, panel-effects, and differences in questionnaires and modes used in the subsequent waves. In the case of the DLFS, the first wave estimates are assumed to be most reliable, with the subsequent waves systematically underestimating the unemployed labour force numbers. See Van den Brakel and Krieg (2009) for a more detailed discussion.

Both problems can be solved with the help of an STS model that accounts for the RGB and makes use of the information accumulated over time to produce point-estimates with smaller standard errors. An STS model uses design-based estimates (of all the waves in the rotating panel design) as input and decomposes them into several unobserved components, whereupon the so-called signal - a more reliable series of point-estimates - can be obtained. The signal is usually extracted with the help of the Kalman filter and optionally with a smoother as well. The filter removes a great part of the population and sampling noise from the design-based estimates and produces point- and variance estimates for the signal and its unobserved components (trend, seasonal
etc.). As a result, not only are these signal point-estimates less volatile (see Fig. 2.1), their standard errors are usually substantially lower than the design-based standard errors (in the case of the DLFS, 24 percent smaller). Apart from that, an STS model can extract the RGB pattern from the design-based series in case of a rotating panel design.

In each month , a five-dimensional vector \( Y_t = (Y^1_t, Y^2_t, Y^3_t, Y^4_t, Y^5_t)' \) with the GREG estimates of the total number of the unemployed labour force based on the five waves is observed. Based on Pfeffermann (1991), Van den Brakel and Krieg (2009) developed the following model for the GREG estimates \( Y_t \):

\[
Y_t = 1_S \xi_t + \lambda_t + e_t,
\]

where \( 1_S \) is a five-dimensional column vector of ones, \( \xi_t \) is the unknown (scalar) true population parameter, \( \lambda_t \) is a vector containing state variables for the RGB, and \( e_t \) is a vector of the survey errors that are correlated with their counterparts from previous waves (the structure will be presented later). It is assumed that the true population parameter can be decomposed in the following way:

\[
\xi_t = L_t + \gamma_t + \epsilon_t,
\]

For the stochastic trend \( L_t \), the so-called smooth-trend model is assumed:

\[
L_t = L_{t-1} + R_{t-1},
\]

\[
R_t = R_{t-1} + \eta_{R,t},
\]

where \( L_t \) and \( R_t \) represent the level and slope of the true population parameter, respectively, with the slope disturbance term being distributed as: \( \eta_{R,t} \sim N(0, \sigma_{\eta_R}^2) \).

In the case of monthly data, the seasonal component \( \gamma_t \) can be decomposed into six stochastic harmonics:

\[
\gamma_t = \sum_{l=1}^{6} \gamma_{t,l},
\]

where each of these six harmonics follows the process:

\[
\gamma_{t,l} = \cos(h_l)\gamma_{t-1,l} + \sin(h_l)\gamma^*_{t-1,l} + \omega_{t,l},
\]

\[
\gamma^*_{t,l} = -\sin(h_l)\gamma_{t-1,l} + \cos(h_l)\gamma^*_{t-1,l} + \omega^*_{t,l},
\]

with \( h_l = \frac{\pi l}{6} \) being the \( l \)-th seasonal frequency, \( l = \{1, ..., 6\} \). The zero-expectation stochastic terms \( \omega_{t,l} \) and \( \omega^*_{t,l} \) are assumed to be normally and independently distributed and to possess the same variance within and across all the harmonics, such that:

\[
\text{Cov}(\omega_{t,l}, \omega_{t',l'}) = \text{Cov}(\omega_{t,l}, \omega^*_{t,l'}) = \begin{cases} \sigma^2_{\omega} & \text{if } l = l' \text{ and } t = t', \\ 0 & \text{if } l \neq l' \text{ or } t \neq t', \end{cases}
\]

\[
\text{Cov}(\omega_{t,l}, \omega^*_{t,l'}) = 0 \text{ for all } l \text{ and } t.
\]

To identify the component that models the RGB, it is assumed that the first wave is unbiased, as motivated in Van den Brakel and Krieg (2009). The RGBs for the follow-up waves are time-dependent and are modelled as random walk processes. The rationale behind this is that field-work procedures are subject to frequent changes. Apart from that, response rates change gradually over time. This makes the RGB time-dependent, as illustrated by Van den Brakel and Krieg (2015), Fig. 4.3. The RGB vector for the five waves can be written in the following form:

\[
\lambda_t = (0 \lambda^{t-1}_t \lambda^{t-2}_t \lambda^{t-3}_t \lambda^{t-4}_t \lambda^{t-5}_t)' + \eta_{\lambda_t},
\]

\[
\lambda^{t-j}_t = \lambda^{t-j}_{t-1} + \eta^{t-j}_{\lambda_{t-j}}, j = \{3, 6, 9, 12\}.
\]
Figure 2.1  Numbers of unemployed in the Netherlands on a monthly basis: design- and model-based estimates, together with their confidence intervals
It is assumed that the RGB disturbances are not correlated across different waves and are normally distributed: \( \eta_{k,t}^{i,j} \sim (0, \sigma^2_j) \), with equal variances in all the four waves.

The last component in the model contains the survey errors for the five GREG estimates, i.e. \( e_t = (e_t^1, e_t^{-3}, e_t^{-6}, e_t^{-9}, e_t^{-12}) \). To account for the sampling error heterogeneity caused by changes in the survey design and in sample sizes over time, the sampling errors are modelled proportionally to the design-based standard errors according to the following measurement error model proposed by Binder and Dick (1990): 

\[
\tilde{e}_t^{i,j} = \tilde{z}_t^{i,j} \sqrt{\text{Var}(Y_t^{i,j})},
\]

Here, \( \sqrt{\text{Var}(Y_t^{i,j})} \) are the design-based variance estimates obtained from the micro data using (2.3). They are treated as a priori known sampling variances in the STS model.

Since the sample in the first wave has no overlap with samples observed in the past, \( \tilde{e}_t^{i,j} \) can be modelled as a white noise with \( \mathbb{E}(\tilde{e}_t^{i,j}) = 0 \) and \( \text{Var}(\tilde{e}_t^{i,j}) = \sigma^2_{z_t} \). The variance of the survey errors \( e_t \) will be equal to the variance of the GREG estimates if the maximum likelihood estimate of \( \sigma^2_{z_t} \) is approximately equal to unity.

The survey errors in the follow-up waves are correlated with the survey errors from the preceding waves. This autocorrelation coefficient is estimated from the survey data using the approach proposed by Pfeffermann et al. (1998). The autocorrelation structure is modelled with an AR(1) model where the autocorrelation coefficient is obtained with the Yule-Walker equations (Van den Brakel and Krieg (2009)):

\[
\tilde{e}_t^{i,j} = \rho \tilde{e}_{t-1}^{i,j} + \nu_t^{i,j}, \quad \nu_t^{i,j} \sim N(0, \sigma^2_{\nu_t^{i,j}}), \quad j = \{3, 6, 9, 12\}.
\]

The first-order autocorrelation coefficient is common for all the four waves and equals 0.208. This estimate is used as a priori information in the model. Since \( \tilde{e}_t^{i,j} \) is an AR(1) process, \( \text{Var}(\tilde{e}_t^{i,j}) = \sigma^2_{\nu_t^{i,j}} / (1 - \rho^2) \). The variance of the sampling error \( e_t \) is approximately equal to \( \sqrt{\text{Var}(Y_t^{i,j})} \) if the maximum likelihood estimate of \( \sigma^2_{\nu_t^{i,j}} \) is approximately equal to \( (1 - \rho^2) \). Five different hyperparameters \( \sigma^2_{\nu_t^{i,j}}, \quad j = \{0, 3, 6, 9, 12\} \), are assumed for the survey error components of the five waves. These hyperparameters are estimated with the ML method.

Linear structural time series models with unobserved components are usually fitted with the help of the Kalman filter after putting them into a state space form:

\[
\alpha_{t+1} = T\alpha_t + \eta_t, \quad (2.4)
\]

\[
Y_t = Z_t \alpha_t. \quad (2.5)
\]

Here, \( T \) and \( Z_t \) are known design matrices of the transition and measurement equations, respectively. The transition equation (2.4) describes how the state vector evolves over time, whereas the measurement equation (2.5) reflects the linear relationship between the observations and the state vector. The autoregressive structure of the survey errors in the rotating panel design can be taken into account if the errors \( \tilde{e}_t^{i,j} \) are modelled as state variables. Here, the population parameter error term \( \epsilon_t \) is also modelled as a state variable because it is shared by all the waves. These disturbance terms thus disappear from the measurement equation (2.5) and move to the state vector \( \alpha_t \). Each element of the zero-expectation vector \( \eta_t \) contains identically and independently distributed disturbance terms. The design-based standard error estimates \( \sqrt{\text{Var}(Y_t^{i,j})} \) become time-varying elements of the matrix \( Z_t \) and are denoted as \( z_t^{i,j}, \quad j = \{0, 3, 6, 9, 12\} \). More details on the state space form of the DLFS model are presented in Appendix A.
Collecting the variables mentioned in this section produces the following state vector:

\[
\begin{align*}
\alpha_t &= (\alpha_t^1 \alpha_t^2 \alpha_t^3 \alpha_t^4 \alpha_t^5 \alpha_t^6 \alpha_t^7 \alpha_t^8 \alpha_t^9 \alpha_t^{10})', \\
\alpha_t^1 &= (L_y R_y Y_{t,1} Y_{t,1} Y_{t,5} Y_{t,6} \varepsilon_t), \\
\alpha_t^2 &= (L_y^{t-5} A_y^{t-6} A_y^{t-9} A_y^{t-12}), \\
\alpha_t^3 &= (\bar{e}_t^{t-3} \bar{e}_t^{t-6} \bar{e}_t^{t-9} \bar{e}_t^{t-12} \bar{e}_t^{t-5} \bar{e}_t^{t-8} \bar{e}_t^{t-11} \bar{e}_t^{t-1} \bar{e}_t^{t-4} \bar{e}_t^{t-7} \bar{e}_t^{t-10}).
\end{align*}
\]

(2.6)

All the non-stationary state variables are initialised with a diffuse prior (i.e. with a zero-mean and a very large variance). The five survey error components $\bar{e}_t^{t-1}$, $j = \{0, 3, 6, 9, 12\}$ and the population white noise $\varepsilon_t$ are stationary state variables that are initialised with zeros and with the initial variances taken equal to unity.

The disturbance variances, together with the autocorrelation parameter $\rho$, are collected in a hyperparameter vector called $\theta = (\sigma_{\alpha_0}^2 \sigma_{\alpha_1}^2 \sigma_{\alpha_2}^2 \sigma_{\alpha_3}^2 \sigma_{\alpha_4}^2 \sigma_{\alpha_5}^2 \sigma_{\alpha_6}^2 \sigma_{\alpha_7}^2 \sigma_{\alpha_8}^2 \sigma_{\alpha_9}^2 \sigma_{\alpha_{10}}^2 \rho)$, and the vector containing only the disturbance variances is called $\theta_\sigma = (\sigma_{\alpha_0}^2 \sigma_{\alpha_1}^2 \sigma_{\alpha_2}^2 \sigma_{\alpha_3}^2 \sigma_{\alpha_4}^2 \sigma_{\alpha_5}^2 \sigma_{\alpha_6}^2 \sigma_{\alpha_7}^2 \sigma_{\alpha_8}^2 \sigma_{\alpha_9}^2 \sigma_{\alpha_{10}}^2 \rho)$ (note that the variance of the last eight state variables is zero, see Appendix A). To avoid negative estimates, the disturbance variance hyperparameters in $\theta_\sigma$ are estimated on a log-scale. The quasi-maximum likelihood method is used (see e.g. Harvey (1989)), where $\hat{\rho}$-estimates are treated as known.

Numerical analysis of this paper is conducted with OxMetrics 5 (Doornik (2007)) in combination with SsfPack 3.0 package (Koopman et al. (2008)).

### 3 Review of MSE Estimation Approaches

State variables in structural time series models are usually extracted by the Kalman filter according to the following recursions:

\[
\begin{align*}
\hat{\alpha}_t|t-1 &= T\hat{\alpha}_{t-1}|t-1 + K_t \varepsilon_t, \\
P_{t|t-1} &= P_{t|t-1} - P_{t|t-1}Z_t'K_t, \\
P_{t|t-1} &= TP_{t|t-1}T' + Q,
\end{align*}
\]

where ‘ stands for a transpose, $\hat{\alpha}_t|t$ and $P_{t|t} = E_t[(\hat{\alpha}_t|t - \alpha_t)(\hat{\alpha}_t|t - \alpha_t)']$ denote the conditional mean of the state vector and its MSE, respectively, extracted by the Kalman filter based on information available up to and including time $t$. This kind of estimates are usually referred to as filtered estimates. Matrix $P_{t|t-1}$ is the state covariance matrix of the predictor $\hat{\alpha}_{t|t-1}$ at time $t-1$: $P_{t|t-1} = E_t[(\hat{\alpha}_{t|t-1} - \alpha_t)(\hat{\alpha}_{t|t-1} - \alpha_t)']$. $K_t$ is the so-called Kalman gain: $K_t = P_{t|t-1}Z_tF_t^{-1}$, $\varepsilon_t = Y_t - Z_t\hat{\alpha}_{t|t-1}$ are the innovations and $F_t$ is the innovation covariance matrix: $F_t = Z_tP_{t|t-1}Z_t'$ (note that the covariance matrix of the measurement equation error terms is absent here because those error terms have been placed in the state vector).

The MSE extracted by the Kalman filter conditionally on the information up to and including time $t$ is:

\[
P_{t|t} = E_t[(\hat{\alpha}_t|t(\theta) - \alpha_t)(\hat{\alpha}_t|t(\theta) - \alpha_t)'],
\]

(3.1)

where the expectation is taken with respect to the joint distribution of the state vector and the $Y$-values at time $t$, provided this expectation exists. In practice, the true hyperparameter vector is replaced by its estimate $\hat{\theta}$ in the Kalman filter recursions. Then, the MSE in (3.1) is no longer
the true MSE and is called "naive" as it does not incorporate the uncertainty around the \( \hat{\theta} \) estimates. The true MSE then becomes:

\[
\text{MSE}_{\text{true}} = E_1[(\hat{a}_{t+1}(\hat{\theta}) - a_t)(\hat{a}_{t+1}(\hat{\theta}) - a_t)']
\]

which is larger than the MSE in (3.1) and can be decomposed as the sum of the filter uncertainty and parameter uncertainty, provided the error terms are normal:

\[
\text{MSE}_{\text{true}} = E_1[(\hat{a}_{t+1}(\theta) - a_t)(\hat{a}_{t+1}(\theta) - a_t)'] + E_1[(\hat{a}_{t+1}(\theta) - \hat{a}_{t+1}(\theta))(\hat{a}_{t+1}(\theta) - \hat{a}_{t+1}(\theta)')] \tag{3.2}
\]

The first term, the filter uncertainty, is what is estimated by the naive MSE-estimates \( P_{t+1} \) delivered by the Kalman filter. Estimation of the second term, the parameter uncertainty, requires some additional effort. The literature on MSE estimation proposes two main approaches: asymptotic approximation and bootstrapping. Bootstrapping can be performed in a parametric or non-parametric way. A few remarks have to be mentioned about these methods in the context of STS models and of the DLFS model specifically.

For the parametric bootstrap, the necessary disturbances for state recursions (2.4) and (2.5) are drawn from their joint conditional multivariate normal density \( n_t \overset{iid}{\sim} MN(\theta, \Omega) \). Non-parametric bootstrap, in turn, has an advantage of not depending on any particular assumption about this joint distribution. In this case, a bootstrap sample of standardised innovations \( \{e_{t+1}^{St}, ..., e_T^{St}\} \) is obtained by sampling with replacement from \( \{e_{t+1}^1(\theta), ..., e_T^1(\theta)\} \) where \( e_t^1 = F_t^{-1/2}(\theta)\varepsilon_t(\theta) \) are standardised innovations from the Kalman filter recursions based on the original ML estimates of the hyperparameters. In the DLFS model, the first \( r = 13 \) time points are not subject to resampling and constitute the so-called diffuse sample (this is the time needed to construct a proper distribution for the non-stationary state variables; see Koopman (1997) for initialisation of non-stationary state variables). A bootstrap observation set \( \{Y_1^b, ..., Y_T^b\} \) is then constructed by running the so-called innovation form of the Kalman filter:

\[
\hat{\theta}_t^b = \hat{\theta}_{t-1}^b + K_t(\theta)F_t^{-1/2}(\theta)e_t^{St}, \quad \hat{Y}_t = Z_t\hat{\theta}_{t-1}^b + F_t^{1/2}(\theta)e_t^{St}, t = d + 1, ..., T.
\]

Note that the univariate version of a multivariate Kalman filter, suggested by Koopman and Durbin (2000), is computationally more efficient. This version is implemented in SsfPack package that is used for this work. In this case, observations \( Y_{t-j} \) in \( Y_t \) are reexpressed in a way that they can be treated as univariate time series. Then, for each of these series, the Kalman gain \( K_t \) is a vector, whereas \( F_t \) is a scalar.

If an STS model contains non-stationary components, as is the case with the DLFS model, the generated series are likely to diverge from the original dataset they have been bootstrapped from, \( \{Y_1, ..., Y_T\} \). Therefore, a special procedure is required for bootstrap samples to be brought in accordance with the pattern of the given dataset. This can be done with the help of the simulation smoother algorithm developed by Durbin and Koopman (2002). Let \( \{Y_1^b, ..., Y_T^b\} \) denote the initially generated bootstrap series that have to undergo correction with the simulation smoother. At the first step, the differences between the original series \( \{Y_1, ..., Y_T\} \) and the bootstrap series \( \{Y_1^b, ..., Y_T^b\} \) - generated either parametrically or non-parametrically - are calculated. As the next step, smoothed state variables of the series of these differences are extracted. The means of these smoothed states are added to \( \{Y_1^b, ..., Y_T^b\} \), which results in corrected bootstrap series, further denoted as \( \{Y_1^b, ..., Y_T^b\} \) (see Koopman, Shephard, and Doornik (2008), Ch.8.4.2. for description). The survey errors, generated as described in either parametric or non-parametric unconditional state recursion, do not need any adjustments as they constitute (autocorrelated) noise.

The following sections contain a brief presentation of the asymptotic approach, as well as of the recent Rodriguez and Ruiz (2012) bootstrap approaches (hereafter referred to as the RR
bootstrap) and of Pfeffermann and Tiller (2005) (hereafter the PT bootstrap) bootstrap approaches.

3.1 Rodriguez and Ruiz Bootstrapping Approach

Rodriguez and Ruiz (2012) developed their bootstrap method for MSE estimation conditional on the data, which means that bootstrap hyperparameters are further applied to the original data series for obtaining bootstrap estimates of the state variables. Bootstrapping can be done both parametrically and non-parametrically, following the steps below:

1. Estimate the model and obtain the hyperparameter estimates \( \hat{\theta} \).
2. Generate a bootstrap sample \( \{Y^b_1, ..., Y^b_T\} \) using \( \hat{\theta} \), either parametrically or non-parametrically, as described in the introduction to this section. If the model is non-stationary, the bootstrap sample has to be corrected with the help of the simulation smoother, as described in the introduction to this section.
3. The bootstrap dataset \( \{Y^b_1, ..., Y^b_T\} \) is used to obtain both the survey error autocorrelation parameter estimates \( \hat{\rho} \) and bootstrap ML estimates \( \hat{\theta}^b \). Thereafter, the Kalman filter is launched using the original series \( \{Y_1, ..., Y_T\} \) and the newly-estimated \( \hat{\theta}^b \), which produces \( \hat{\vartheta}_{t|t}(\hat{\theta}^b) \) and \( \mathbf{P}_{t|t}(\hat{\theta}^b) \).
4. Then, steps 2-3 are repeated \( B \) times.
5. Having obtained \( B \) bootstrap replicates, the MSE can be estimated in the following way:

\[
MSE_{\text{RR}} = \frac{1}{B} \sum_{b=1}^{B} \mathbf{P}_{t|t}(\hat{\theta}^b) + \frac{1}{B} \sum_{b=1}^{B} [\hat{\vartheta}_{t|t}(\hat{\theta}^b) - \hat{\vartheta}_{t|t}(\hat{\theta})][\hat{\vartheta}_{t|t}(\hat{\theta}^b) - \hat{\vartheta}_{t|t}(\hat{\theta})]',
\]

where \( \hat{\vartheta}_{t|t}(\hat{\theta}^b) = \frac{1}{B} \sum_{b=1}^{B} \hat{\vartheta}_{t|t}(\hat{\theta}^b) \).

Equation (3.3) is applied both for the parametric and non-parametric bootstrap MSE-estimators (denoted hereafter as \( MSE_{\text{RR1}} \) and \( MSE_{\text{RR2}} \), respectively).

3.2 Pfeffermann and Tiller Bootstrapping Approach

The bootstrap developed by Pfeffermann and Tiller (2005) differs from the one described in the previous subsection in that expectation of the squared error loss in (3.2) is taken unconditionally on the data, i.e. the bootstrap state variables under this expectation are obtained from the bootstrap dataset \( \{Y^b_1, ..., Y^b_T\} \), instead of the original data \( \{Y_1, ..., Y_T\} \) as in Rodriguez and Ruiz (2012). Unlike Rodriguez and Ruiz (2012), Pfeffermann and Tiller (2005) approximate the true MSE up to the order of \( O(1/T^2) \) - a property that is theoretically proven in Pfeffermann and Tiller (2005), Appendix C. Using results in Hall and Martin (1988), they show that the true MSE, being

\[
MSE_{\text{tt}} = \mathbf{P}_{t|t}(\theta) + E[(\hat{\vartheta}_{t|t}(\hat{\theta}) - \hat{\vartheta}_{t|t}(\theta))(\hat{\vartheta}_{t|t}(\hat{\theta}) - \hat{\vartheta}_{t|t}(\theta))'],
\]

can be estimated by its bootstrap analogues as follows:

\[
\mathbf{P}_{t|t}(\theta) = 2\mathbf{P}_{t|t}(\hat{\theta}) - \frac{1}{B} \sum_{b=1}^{B} \mathbf{P}_{t|t}(\hat{\theta}^b) + O \left( 1/T^2 \right),
\]

\[
E[(\hat{\vartheta}_{t|t}(\hat{\theta}) - \hat{\vartheta}_{t|t}(\theta))(\hat{\vartheta}_{t|t}(\hat{\theta}) - \hat{\vartheta}_{t|t}(\theta))'] = \frac{1}{B} \sum_{b=1}^{B} [\hat{\vartheta}_{t|t}(\hat{\theta}^b) - \hat{\vartheta}_{t|t}(\hat{\theta})][\hat{\vartheta}_{t|t}(\hat{\theta}^b) - \hat{\vartheta}_{t|t}(\hat{\theta})] + O \left( 1/T^2 \right).
\]
Equations (3.5) and (3.6) correspond to the first and the second terms of equation (3.2), respectively. The resulting MSE-estimator below has a bias of order $O\left(1/T^2\right)$:

$$
\overline{\text{MSE}}_{it}^{PT} = 2P_{it}(\hat{\theta}) - \frac{1}{B} \sum_{b=1}^{B} P_{it}(\hat{\theta}^b) + \frac{1}{B} \sum_{b=1}^{B} [\hat{c}_{it}^b(\hat{\theta}^b) - \hat{c}_{it}^b(\hat{\theta})][\hat{c}_{it}^b(\hat{\theta}^b) - \hat{c}_{it}^b(\hat{\theta})]'.
$$

(3.7)

Equation (3.7) is applied both for the parametric and non-parametric bootstrap MSE-estimators (denoted further as $\overline{\text{MSE}}_{it}^{PT}$ and $\overline{\text{MSE}}_{it}^{PT2}$, respectively). MSE-calculation in (3.7) requires two Kalman filter runs for every bootstrap series. In the first run, $\hat{c}_{it}^b(\hat{\theta}^b)$ is estimated from the bootstrap data set $\{Y_{t1}^b, ..., Y_{tT}^b\}$ and the bootstrap parameters $\hat{\theta}^b$. In this run, $P_{it}(\hat{\theta}^b)$ can also be obtained based on $\hat{\theta}^b$, since matrix $P_{it}(\hat{\theta})$ does not depend on the data. The second Kalman filter run is needed to produce the state estimates $\hat{c}_{it}^b(\hat{\theta})$ based on $\{Y_{t1}^b, ..., Y_{tT}^b\}$ and $\hat{\theta}$-estimates that were obtained from the original dataset. The bootstrap procedure is summarized below:

1. Estimate the model using the original dataset and obtain the hyperparameter vector estimates $\hat{\theta}$. Apart from that, save the "naive" MSE estimates $P_{it}(\hat{\theta})$ for future use in (3.7).
2. Using either the parametric or non-parametric method, generate a bootstrap sample $\{Y_{t1}^b, ..., Y_{tT}^b\}$ and apply the simulation smoother correction to it if the model is non-stationary, as described in the introduction to Section 3.
3. Estimate bootstrap hyperparameter estimates $\hat{\theta}^b$ from the newly generated bootstrap dataset. Run the Kalman filter once to get $\hat{c}_{it}^b(\hat{\theta})$ and $P_{it}(\hat{\theta}^b)$, and another time to obtain $\hat{c}_{it}^b(\hat{\theta})$, as described under (3.7).
4. Repeat steps 2-3 $B$ times.
5. Estimate the MSE using (3.7).

Pfeffermann and Tiller (2005) note that, in the case of the parametric bootstrap, the second Kalman filter run can be avoided because the true state vector is generated (and thus known) for every bootstrap series. Thus, the state estimates $\hat{c}_{it}^b(\hat{\theta})$ in (3.7) can be replaced by the true vector $\alpha_t^b$ to obtain the following MSE estimator:

$$
\overline{\text{MSE}}_{it}^{PT1} = P_{it}(\hat{\theta}) - \frac{1}{B} \sum_{b=1}^{B} P_{it}(\hat{\theta}^b) + \frac{1}{B} \sum_{b=1}^{B} [\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b]'.
$$

(3.8)

In this formulation, there is only one $P_{it}(\hat{\theta})$ in the right-hand side of (3.8). This is due to the fact that the new term $E_B[\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b]'$, corresponding to the last term on the right-hand side of (3.8), can be itself decomposed, in the same fashion as in (3.4), into the measure of parameter uncertainty $E_B[\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b]'$ and the filter uncertainty term $P_{it}(\hat{\theta}) = E[\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b]'$, $\theta$ being the true parameter vector the bootstrap state variables $\alpha_t^b$ are generated with. However, the bootstrap average term

$$
\frac{1}{B} \sum_{b=1}^{B} [\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b]'
$$

replacing $P_{it}(\hat{\theta})$ may need much more bootstrap iterations to converge. Further, one should be aware of the fact that this simplified method may result in an additional bias if the normality assumption about the model error terms is violated.

Then, the decomposition of the term $E_B[\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b]'$ according to (3.2) will also contain a non-zero expectation of the cross-terms: $E[[\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}^b) - \alpha_t^b]']$. In this application, the influence of non-zero cross-term bootstrap averages has turned out to be of a negligible importance, but the bootstrap average $\frac{1}{B} \sum_{b=1}^{B} [\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b][\hat{c}_{it}^b(\hat{\theta}) - \alpha_t^b]'$ exhibited large departures (in both directions) from the term it was meant to replace. This may be explained by the fact that the true Kalman filter MSE in (3.1) can be obtained from simulated series if the distribution of the state-vector is sufficiently dispersed. When bootstrapping
non-stationary models, however, the bootstrap series are forced to follow the pattern of the underlying original series, as it has been mentioned in the description of the simulation smoother algorithm. Therefore, the term \( \frac{1}{B} \sum_{b=1}^{B} [\mathbf{a}_t^b(\hat{\theta}) - \mathbf{a}_t^b(\hat{\theta})']' \) that replaces \( P_{t|t}(\hat{\theta}) \) in (3.8) may not be sufficiently close to it. For this reason, both parametric (denoted as PT1) and non-parametric (PT2) bootstraps in this application rely on the estimator in (3.7).

A few words have to be said about the role of the simulation smoother of Durbin and Koopman (2002). We suggest that it should be used at the bootstrap series generation step. Without it, the bootstrap hyperparameter distribution obtained from uncorrected series in a non-stationary model could be very different from what it should be for a particular realisation of the data at hand. At least in the case of the DLFS, omitting the simulation smoother step resulted in bootstrap hyperparameter distributions having a much wider range than that in distributions obtained with the help of the simulation smoother. Moreover, such bootstrap hyperparameter distributions obtained from uncorrected series in the DLFS are centred around values that are much larger than hyperparameter values the series have been generated with. This results in an excessively large bootstrap average of the hyperparameters. The Kalman filter is run again using the corrected series. Therefore, the term \( \mathbf{B}{\mathbf{\hat{\theta}}}_{t|t}^{-1} \) also becomes very unstable over time and excessively large compared to when the simulation smoother is used, but that does not compensate for the negative bias obtained from (3.7) without the simulation smoother.

3.3 Asymptotic Approximation

An asymptotic approximation (AA) to the true MSE in equation (3.2) was developed by Hamilton (1986) and can be expressed as an expectation over the hyperparameter joint asymptotic distribution \( \pi(\theta|Y) \), conditional on the given dataset \( Y \equiv \{Y_1,...,Y_T\} \). In the present application, the part of the hyperparameter vector that is estimated by the ML-method, \( (\theta_\rho) \), depends on the value of the autoregressive parameter \( \rho \). Therefore, the hyperparameter joint asymptotic distribution has the following form: \( \pi(\theta|Y) = \pi(\rho|Y)\pi(\theta_\rho|\rho, Y) \). The MSE is approximated as follows:

\[
MSE_{t|t} = E_{\pi(\theta|Y)}[P_{t|t}(\theta, Y)] + E_{\pi(\theta|Y)}[(\hat{\mathbf{a}}_{t|t}(\theta, Y) - \hat{\mathbf{a}}_{t|t}(Y))(\hat{\mathbf{a}}_{t|t}(\theta, Y) - \hat{\mathbf{a}}_{t|t}(Y))']
\]

where \( E_{\pi(\theta|Y)}[\hat{\mathbf{a}}_{t|t}(\theta, Y)] \) is an expectation taken over the hyperparameter joint asymptotic distribution \( \pi(\theta|Y) \), and \( \hat{\mathbf{a}}_{t|t}(Y) \) are the state vector estimates when the hyperparameters are not known (i.e. \( E_{\pi(\theta|Y)}[\hat{\mathbf{a}}_{t|t}(\theta, Y)] \)).

Distribution \( N(\hat{\rho}, \text{Var}(\hat{\rho})) \) is taken to denote \( \rho \)'s asymptotic distribution \( \pi(\rho|Y) \), from which random \( \rho \)-realisations are drawn. Generally, the sampling distribution of the correlation coefficient has a complex form, but it may be well approximated by a normal distribution, which was the case in this application (the normal distribution fitted both the simulated and the bootstrap \( \rho \)-distribution very well). From equation (3) in Bartlett (1946), and using the fact that the autoregressive coefficient in an AR(1) process is equal to the correlation for lag 1, the variance estimator of \( \hat{\rho} \) becomes: \( \text{Var}(\hat{\rho}) \approx (1 - \rho^2)^2/T^{1/2} \). In the case of the DLFS, where \( \hat{\rho} = 0.208 \), this means that \( \text{Var}(\hat{\rho}) \approx 0.96(1/T) \). Taking into account the fact that \( \rho \)'s standard error is used for making draws from the asymptotic distribution, and that the square root is a concave function, the sample standard deviation would be an underestimate. Therefore, making \( \rho \)-draws by means of \( 1/\sqrt{T} \) as the asymptotic distribution’s standard deviation would be a reasonable choice.

After a \( \rho \)-value is drawn from \( \pi(\rho|Y) \), the other hyperparameters are re-estimated to obtain \( \hat{\theta}_\rho|\rho \) and the information matrix \( I(\hat{\theta}_\rho|\rho) \). Finally, a \( \theta_\rho \)-draw is made from distribution \( \sqrt{T}(\theta_\rho - \hat{\theta}_\rho|\rho) \sim MN(0,T^{-1}(\hat{\theta}_\rho|\rho)) \). The Kalman filter is run again using \( \rho \)-and
The performance of the five MSE estimation methods is examined on series of the original length from the DLFS survey (114 monthly time points from 2001(1) until 2010(6)), as well as on shorter series of lengths 48 and 80 months, and on longer ones of length 200. For each of these series lengths, a Monte-Carlo experiment is set up where multiple series (1000) are simulated on the basis of the DLFS model used by Statistics Netherlands for the number of unemployed. MSEs for each of these series are estimated based on $B = 300$ bootstrap series; for asymptotic approximation, however, at least $B = 500$ draws turned out to be needed. This number has been found sufficient for the approximated MSEs to converge. MSEs delivered by the five methods and averaged over the 1000 simulations are compared to MSE-averages produced by the “naive” Kalman filter. However, for the latter MSE estimates to converge to a certain average value, at least 10000 simulations are needed.
Equations (2.4)-(2.5) and the estimated parameter vector $\hat{\theta}$ are used to generate artificial data series $Y^*_t, s = 1, \ldots, S = 1000$. State disturbances (recall that survey errors are also modelled as state variables) are randomly drawn from their joint normal distribution $N(0, \Omega(\hat{\theta}_s))$, and series are generated using the Kalman filter recursion. Since the system is non-stationary, the generated series $Y^*_t$ may take on negative or implausibly large numbers of the unemployed. In order to avoid an excessively large number of series with negative values, the state variables recursion is launched from the states’ smoothed estimates at one of the highest points of the observed series. Further, the first 30 time points are discarded in order to prevent that the series start at the same time-point. With an assumption that unemployment in the Netherlands will not exceed 15 percent of the total labour force, the simulation data set is restricted to contain only series with values between 0 and 1 mln of unemployed (this value comprised about 15 percent of the Dutch labour force in 2010); other series are discarded. Keeping the artificial series below the upper bound is also done in order not to extrapolate outside of the original data range when simulating the design-based standard errors $z_t^{-j}$, which are the time-dependent elements of the design-matrix $Z_t$.

Every series of simulated GREG point-estimates needs its own series of simulated design-based standard error estimates, $z_t^{-j}$s. The original known design-based standard error estimates $\sqrt{\text{Var}(Y^*_t^{-j})}$ would not be suitable for this simulation because the sampling error variance is proportional to the corresponding point-estimate. The following variance function is used to generate design-based variances for the simulated series of point-estimates (see Appendix B for details):

\[
\begin{align*}
\ln[\text{Var}(Y^*_t)] &= \ln[(z_t^{-j})^2] = c + \beta^0 \ln(l_t^i) + \epsilon_t^i, \epsilon_t^i \sim N(0, (\sigma^0_t)^2); \\
\ln[\text{Var}(Y_t^{-j})] &= \ln[(z_t^{-j})^2] = \psi^1 \ln[(z_t^{l-1-2})^2] + \beta^1 \ln(l_t^{-i}) + \epsilon_t^{-j}, \\
\epsilon_t^{-j} &\sim N(0, (\sigma^{-j}_t)^2), j = \{3, 6, 9, 12\}. 
\end{align*}
\] (4.1)

The regression coefficients in (4.1) are time-invariant and are obtained by regressing $\ln(z_t^{-j})^2$ on $\ln(l_t^i)$ and $\ln((z_t^{l-1-2})^2)$ from the original DLFS series. The superscripts are used to denote the wave these coefficients belong to. The coefficient estimates are presented in Table 4.1. They are used to generate design-based standard errors $z_t^{-j}$ for every simulated series and for each series length considered.

<table>
<thead>
<tr>
<th>$j$</th>
<th>0</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{c}$</td>
<td>12.219</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\hat{\beta}^0$</td>
<td>0.630</td>
<td>0.244</td>
<td>0.354</td>
<td>0.414</td>
<td>0.413</td>
</tr>
<tr>
<td>$\hat{\psi}^1$</td>
<td>-</td>
<td>0.859</td>
<td>0.786</td>
<td>0.749</td>
<td>0.751</td>
</tr>
<tr>
<td>$\hat{\sigma}_t^0$</td>
<td>0.202</td>
<td>0.265</td>
<td>0.228</td>
<td>0.225</td>
<td>0.267</td>
</tr>
</tbody>
</table>

The simulation proceeds as follows. For each $s$, the trend, seasonal and RGB components are simulated and summed up to comprise the wave-signals $l_t^i, j = \{0, 3, 6, 9, 12\}$. These are used to generate the design-based standard errors $z_t^{-j}$ according to the process defined by (4.1). As soon as an artificial data set is generated, $\rho$ is re-estimated and saved as $\hat{\rho}_s$, whereafter the hyperparameter quasi-ML estimates are obtained. All these are saved in $\hat{\theta}_s$ and used by the Kalman filter to produce the state estimates $\hat{\alpha}_t,s$. Further, $\hat{\theta}_s$ is used to generate bootstrap samples. Note that the same set of design-based standard errors $z_t^{-j}$ is used to generate all bootstrap series within simulation $s$.

In order to obtain the true MSEs, the DLFS model is simulated a large number of times ($M = 50000$), with each of these replications being restricted to the same limits as before, i.e. between zero and 1 mln of the unemployed. The true MSE is calculated in the following way...
using the true state vector \( \alpha_{m,t} \) values known for every simulation \( m \):

\[
MSE_t^{true} = \frac{1}{M} \sum_{m=1}^{M} [(\hat{\alpha}_{m,t}(\hat{\theta}_m) - \alpha_{m,t})(\hat{\alpha}_{m,t}(\hat{\theta}_m) - \alpha_{m,t})].
\]  

(4.2)

The true MSE of the signal is calculated in the same way by using the wave-signal values \( l_{m,t} \).

## 5 Model Specification and MSE Estimation

### 5.1 Alternative Model Specifications for the DLFS

Model adequacy in the STS framework is usually examined by means of formal diagnostic tests for normality, homogeneity and independence of the standardised innovations. These tests do not detect any problems with the DLFS model. However, asymptotic confidence intervals of the hyperparameters, together with their distribution across a large number of the DLFS model replications give a clear indication that the model tends to be overspecified in a sense that some state variables may be modelled as time-invariant as their hyperparameters tend to zero. Therefore, replicating the model in a Monte-Carlo simulation can be a very useful tool in checking for redundant hyperparameters. Redundant parametrization in nested models is usually checked through the likelihood-ratio test. However, the outcome of this test will depend on the particular point-estimate of the suspect hyperparameter, rather than on the whole distribution of the hyperparameter in question.

This study considers four models that differ in terms of the number of hyperparameters to be estimated with the ML method. The most complete model - Model 1 - is the one currently in use at Statistics Netherlands, but with the white noise component \( \varepsilon_t \) removed from the true population parameter \( \xi_t \). This component has turned out to have an implausibly large variance and disturbed estimation of other marginally significant hyperparameters (the seasonal and RGB disturbance variances) in the case of the DLFS. Removing the irregular component \( \varepsilon_t \) from the model has mitigated the instability in the two above-mentioned hyperparameters. This formulation implies that the population parameter \( \xi_t \) does not suffer from any unusual irregularities that cannot be picked up by the stochastic structure of the trend and seasonal components. This assumption can be advocated by a relative rigidity of labour markets. Alterations of unemployment levels are usually gradual and therefore must be largely incorporated into the stochastic trend movements. The other three models are special cases of Model 1, i.e. all with the irregular component \( \varepsilon_t \) removed (see Table 5.1).

### Table 5.1 Hyperparameters estimated in the four versions of the DLFS model; the disturbance variances are estimated on a log-scale

<table>
<thead>
<tr>
<th>Models</th>
<th>Description</th>
<th>Parameters estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>complete model</td>
<td>( \rho, \sigma_{\text{ne}}, \sigma_{\text{ar}}, \sigma_{\text{v}<em>1}, \sigma</em>{\text{v}<em>2,1}, \sigma</em>{\text{v}<em>3,1}, \sigma</em>{\text{v}<em>4,1}, \sigma</em>{\text{v}<em>5,1}, \sigma</em>{\text{v}_6,1} )</td>
</tr>
<tr>
<td>M2</td>
<td>seasonal time-independent</td>
<td>( \rho, \sigma_{\text{ne}}, \sigma_{\text{ar}}, \sigma_{\text{v}<em>1}, \sigma</em>{\text{v}<em>2,1}, \sigma</em>{\text{v}<em>3,1}, \sigma</em>{\text{v}<em>4,1}, \sigma</em>{\text{v}<em>5,1}, \sigma</em>{\text{v}_6,1} )</td>
</tr>
<tr>
<td>M3</td>
<td>RGB time-independent</td>
<td>( \rho, \sigma_{\text{ne}}, \sigma_{\text{ar}}, \sigma_{\text{v}<em>1}, \sigma</em>{\text{v}<em>2,1}, \sigma</em>{\text{v}<em>3,1}, \sigma</em>{\text{v}<em>4,1}, \sigma</em>{\text{v}<em>5,1}, \sigma</em>{\text{v}_6,1} )</td>
</tr>
<tr>
<td>M4</td>
<td>seasonal, RGB fixed</td>
<td>( \rho, \sigma_{\text{ne}}, \sigma_{\text{ar}}, \sigma_{\text{v}<em>1}, \sigma</em>{\text{v}<em>2,1}, \sigma</em>{\text{v}<em>3,1}, \sigma</em>{\text{v}<em>4,1}, \sigma</em>{\text{v}<em>5,1}, \sigma</em>{\text{v}_6,1} )</td>
</tr>
</tbody>
</table>

The rationale behind studying the other three models becomes clear when inspecting the hyperparameter distribution under Model 1 after a large number of replications. The simulation
has shown that variances of the stochastic terms of the seasonal and, in particular, of the RGB component are often estimated to be close to zero. This causes bi-modality in the distribution of these variance estimates with a significant mass concentrated close to zero. Apart from that, an attempt to estimate both $\ln(\hat{\sigma}_{\delta_0}^2)$ and $\ln(\hat{\sigma}_{\delta_1}^2)$, as in Model 1, distorts the other hyperparameters’ ML estimator distribution that is expected to be normal. For instance, normality in $\ln(\hat{\sigma}_{v_{t-c}}^2)$, $\ln(\hat{\sigma}_{v_{t-c}}^2)$ and $\ln(\hat{\sigma}_{v_{t-c}}^2)$ is severely violated with extreme outliers and/or a huge kurtosis (see Fig. C.1 in Appendix C, where the x-axis is extended due to the outliers), while the corresponding variances are less likely to exhibit extreme values as they are supposed to fluctuate around 1. Making the seasonal component time-invariant, as in Model 2, hardly changes the situation for the trend and RGB hyperparameters. Instead, it may even be seen as suboptimal due to more extreme outliers and excess kurtosis in the distribution of all the five survey error hyperparameters (Fig. C.2). By contrast, under both models where the RGB-component is fixed over time (Models 3 and 4), all hyperparameter estimates corresponding to the survey error component have turned out to be normally distributed, see Fig. C.3 and Fig. C.4. Under Model 3, distributions are still skewed for the slope and seasonal components (skewness of -0.88 and -0.72, and excess kurtosis of 2.56 and 1.61, respectively). Fixing $\sigma_v^2$ to zero under Model 4 results in only a marginal improvement: the distribution of $\ln(\hat{\sigma}_v^2)$ is negatively skewed (-0.81) with an excess kurtosis of 1.76.

This simulation evidence suggests that the preference in modelling the DLFS series may be given to the more parsimonious Model 3, where only the RGB disturbance variance is set equal to zero. However, since the RGB itself depends on the numbers of unemployed, its variance hyperparameter is retained for production purposes at Statistics Netherlands to secure sufficient flexibility against considerable changes in the underlying process.

The distribution of the estimator of the survey error autoregressive parameter $\rho$ across the 1000 simulated series does not seem to be affected by model reformulations: it approaches the normal distribution quite closely and ranges between 0 and 0.4 when $T = 114$, which is in line with the approximation of its asymptotic distribution mentioned in Subsection 3.3. The range is slightly wider for the shorter time series and narrower when $T = 200$. The simulation procedure described in the previous section and the analysis of bootstrap methods that follows is performed separately for all the four models.

### 5.2 MSE Estimation

The focus of this simulation study is MSE estimation for the trend and for the population signal, the latter being the sum of the trend and seasonal components. The performance of the Kalman filter at estimated parameter values, as well as of the five MSE estimation methods mentioned in Section 3 is evaluated by use of the MSE relative bias. First, the filtered MSE estimates from (3.3), (3.7) and (3.10) are averaged over 1000 simulations (where the average is denoted with a bar: $\bar{MSE}_{\text{filtered}}$, whereas the Kalman filter MSE estimates are averaged over 10000 simulations, as mentioned at the beginning of Section 4. These averaged filtered MSE estimates for Model 3 (except for the AA-method, see below why) are depicted in Fig. 5.1 - 5.4 for $T = 48$, $T = 80$, $T = 114$, and $T = 200$, respectively, skipping the first $d = 30$ time points of the sample ($d$ should exceed the diffuse sample $r$, to eliminate the filter initialisation effect). Note that all the analysis is based on filtered, rather than smoothed estimates, because filtered estimates better mimic the process of official figures production. The percentage relative bias is calculated as $RB_t^f = 100 \left( \bar{MSE}_{t|t}^{f}/MSE_{t|t}^{true} - 1 \right)$, where $f$ defines a particular estimation method and $MSE_{t|t}^{true}$ is defined in (4.2). The percentage relative MSE biases averaged over time (skipping the
first $d = 30$ time points) for the signal, the trend and seasonal components are presented in Tables 5.2, 5.3, 5.4, and 5.5.

The AA-method turned out to be inapplicable to the models with marginally significant hyperparameters. When some of the hyperparameters are estimated close to zero, the matrix $I^{-1}(\hat{\theta}_s|p^m)$ is numerically either singular, leading to a failure in the procedure, or nearly singular. In the latter case, the asymptotic variance becomes excessively large and thus not reliable. Taking this into account, the AA-method could only be considered for Model 4. As expected, the method performs poorly in short series, with positive biases of about 15 percent. The performance for $T = 114$ and $T = 200$ is comparable to that of the PT1-bootstrap method, but significantly worse than the PT2 method’s performance.

The main conclusions from the simulation study are as follows.

1. For $T = 48$, and when averaged over time (starting from $t = 31$), the relative bias of the signal MSE obtained with the use of the Kalman filter is around -7 percent. This bias tends to decrease as the series length increases. The Kalman filter (KF) bias is quite small for the case of $T = 200$, such that none of the estimation methods offers an improvement over the KF-based MSE-estimates. One could still apply the best estimation method with positive biases in order to get a range of values containing the true MSE.

2. As can be immediately observed, the use of the RR-bootstrap results in a negative bias, whereas the use of the PT-method produces a positive bias. Contrary to the claim of Rodriguez and Ruiz (2012) that their approach has better finite sample properties compared to the approach of Pfeffermann and Tiller (2005), the case of the DLFS suggests that the RR-based MSE estimates, both the parametric and non-parametric ones, have larger negative biases than the uncorrected KF-estimates across all the models and series lengths (except for RR2 in Model 4 when $T = 48$, and in Model 1 when $T = 80$ and $T = 114$). While the PT-bootstrap method is shown to have satisfactory asymptotic properties in Pfeffermann and Tiller (2005), Rodriguez and Ruiz (2012) illustrate the superiority of their method in small samples based on a simple model (a random walk plus noise). The present simulation study reveals that the RR-method may not behave well in more complex applications. The PT-methods have never produced negative biases for the DLFS, which makes these methods conservative (except in Model 4 when $T = 48$, with the negative bias still being smaller than that of the Kalman filter). Another striking outcome for $T = 48$ is that the PT2 positive bias and the RR negative bias take on very large values in Model 3. However, with such a short series length and with so many non-stationary components like in the DLFS model, it is difficult to obtain reliable estimates from non-parametric bootstrap methods, since the burn-in period (or the diffuse sample) necessary for the non-parametric generation of the series takes more than a quarter of the series length (13 months out of 48).

![Figure 5.1 Signal MSE comparison for Model 3, T=48 months](image)
Figure 5.2  Signal MSE comparison for Model 3, $T=80$ months

Figure 5.3  Signal MSE comparison for Model 3, $T=114$ months

Figure 5.4  Signal MSE comparison for Model 3, $T=200$ months
### Table 5.2 Average percent bias of the MSE estimators under the DLFS model, $t = \{31, \ldots, T\}$, $T=48$

<table>
<thead>
<tr>
<th>Models</th>
<th>Signal</th>
<th>Trend</th>
<th>Seasonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KF</td>
<td>N/A</td>
<td>N/A</td>
<td>-7.1</td>
</tr>
<tr>
<td>PT1</td>
<td>N/A</td>
<td>N/A</td>
<td>4.4</td>
</tr>
<tr>
<td>PT2</td>
<td>N/A</td>
<td>N/A</td>
<td>26.2</td>
</tr>
<tr>
<td>RR1</td>
<td>N/A</td>
<td>N/A</td>
<td>-9.8</td>
</tr>
<tr>
<td>RR2</td>
<td>N/A</td>
<td>N/A</td>
<td>-35.3</td>
</tr>
</tbody>
</table>

### Table 5.3 Average percent bias of the MSE estimators under the DLFS model, $t = \{31, \ldots, T\}$, $T=80$

<table>
<thead>
<tr>
<th>Models</th>
<th>Signal</th>
<th>Trend</th>
<th>Seasonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KF</td>
<td>-3.0</td>
<td>-3.2</td>
<td>-2.1</td>
</tr>
<tr>
<td>AA</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PT1</td>
<td>8.6</td>
<td>6.7</td>
<td>4.9</td>
</tr>
<tr>
<td>PT2</td>
<td>4.8</td>
<td>3.7</td>
<td>1.4</td>
</tr>
<tr>
<td>RR1</td>
<td>-7.2</td>
<td>-9.0</td>
<td>-7.3</td>
</tr>
<tr>
<td>RR2</td>
<td>6.7</td>
<td>-3.5</td>
<td>-3.9</td>
</tr>
</tbody>
</table>

### Table 5.4 Average percent bias of the MSE estimators under the DLFS model, $t = \{31, \ldots, T\}$, $T=114$

<table>
<thead>
<tr>
<th>Models</th>
<th>Signal</th>
<th>Trend</th>
<th>Seasonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KF</td>
<td>-2.1</td>
<td>-2.6</td>
<td>-2.4</td>
</tr>
<tr>
<td>AA</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PT1</td>
<td>8.1</td>
<td>5.7</td>
<td>3.3</td>
</tr>
<tr>
<td>PT2</td>
<td>2.2</td>
<td>3.2</td>
<td>1.9</td>
</tr>
<tr>
<td>RR1</td>
<td>-8.3</td>
<td>-7.8</td>
<td>-6.4</td>
</tr>
<tr>
<td>RR2</td>
<td>-1.1</td>
<td>-6.0</td>
<td>-3.9</td>
</tr>
</tbody>
</table>

### Table 5.5 Average percent bias of the MSE estimators under the DLFS model, $t = \{31, \ldots, T\}$, $T=200$

<table>
<thead>
<tr>
<th>Models</th>
<th>Signal</th>
<th>Trend</th>
<th>Seasonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KF</td>
<td>-1.3</td>
<td>-1.6</td>
<td>-1.3</td>
</tr>
<tr>
<td>AA</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PT1</td>
<td>6.3</td>
<td>6.2</td>
<td>6.3</td>
</tr>
<tr>
<td>PT2</td>
<td>6.8</td>
<td>4.0</td>
<td>3.0</td>
</tr>
<tr>
<td>RR1</td>
<td>-8.0</td>
<td>-8.0</td>
<td>-4.9</td>
</tr>
<tr>
<td>RR2</td>
<td>-5.1</td>
<td>-5.6</td>
<td>-4.5</td>
</tr>
</tbody>
</table>
Table 5.6  Average estimated variance and MSE of the MSE estimators for the numbers of unemployed under the DLFS model (divided by $10^{15}$), $t = \{31,...,T\}$, $T=48$

<table>
<thead>
<tr>
<th>Models</th>
<th>Signal</th>
<th>Trend</th>
<th>Seasonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{Var}_{MSE}$</td>
<td>$\text{MSE}_{MSE}$</td>
<td>$\text{Var}_{MSE}$</td>
</tr>
<tr>
<td>PT1</td>
<td>3.39</td>
<td>3.46</td>
<td>3.64</td>
</tr>
<tr>
<td>PT2</td>
<td>5.03</td>
<td>7.26</td>
<td>3.03</td>
</tr>
<tr>
<td>RR1</td>
<td>2.51</td>
<td>2.83</td>
<td>2.68</td>
</tr>
<tr>
<td>RR2</td>
<td>1.59</td>
<td>5.93</td>
<td>2.74</td>
</tr>
</tbody>
</table>

Table 5.7  Average estimated variance and MSE of the MSE estimators for the numbers of unemployed under the DLFS model (divided by $10^{15}$), $t = \{31,...,T\}$, $T=80$

<table>
<thead>
<tr>
<th>Models</th>
<th>Signal</th>
<th>Trend</th>
<th>Seasonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{Var}_{MSE}$</td>
<td>$\text{MSE}_{MSE}$</td>
<td>$\text{Var}_{MSE}$</td>
</tr>
<tr>
<td>PT1</td>
<td>2.24</td>
<td>2.29</td>
<td>2.43</td>
</tr>
<tr>
<td>PT2</td>
<td>2.20</td>
<td>2.23</td>
<td>2.14</td>
</tr>
<tr>
<td>RR1</td>
<td>1.86</td>
<td>1.95</td>
<td>1.74</td>
</tr>
<tr>
<td>RR2</td>
<td>1.98</td>
<td>2.01</td>
<td>1.94</td>
</tr>
</tbody>
</table>
3. For the series of lengths $T = 114$ and $T = 80$, the positive biases produced by the PT2-method slightly exceed the KF-biases in absolute value in models with insignificant hyperparameters (Models 1 and 2). In the more stable models (Models 3 and 4), the positive biases are smaller than the KF negative biases in absolute value. For $T = 48$, bootstrap results are presented only for Models 3 and 4 (Models 1 and 2 that tend to be overspecified are not considered due to numerical problems). As could be expected, the biases are larger for this series length: the negative KF and RR biases become larger in absolute value, and so do the PT positive biases, with an exception of the above-mentioned result for PT2 in Model 4.

The signal MSE of Model 3, which could be considered as the better option for the production of official DLFS figures, is best estimated by the PT2 approach, with the relative bias of 1.4 and 1.9 percent for $T = 80$ and $T = 114$, respectively. The PT2-bootstrap method also seems to be the best method for $T = 200$, but, as already noted, the negative KF biases are already quite small for series of this length. For very short series like $T = 48$, the parametric PT1 bootstrap seems to be the best option.

4. For both the PT- and RR-methods (except for RR2 in Model 4, $T = 48$), the absolute values of the relative biases are smaller in the case of the non-parametric approaches, compared to their parametric counterparts. The superiority of the non-parametric approach over the parametric one can be explained by the distorted normality of the error distribution in the models. Therefore, non-parametric bootstraps should be preferred when time series are of a reasonable length.

5. Apart from the bias of the MSE estimators, their variability may also give important insights into their reliability. To our knowledge, this has not been yet presented in the statistical literature. Tables 5.6 and 5.7 contain variances and MSEs of the four bootstrap MSE estimators for the signal, trend, and seasonal components for the two most interesting series lengths: $T = 48$ and $T = 80$ months (Models 1 and 2, as well as the asymptotic approximation, are not considered due to the aforementioned numerical problems). For both Model 3 and Model 4, the MSEs of the two PT MSE estimators are slightly larger than those MSEs of the two RR MSE estimators. The RR methods’ seemingly superior performance, reflected by smaller MSEs, is due to the smaller variance of the RR MSE estimators. The biases, however, are large enough to bring the MSEs of MSE almost to the level of those of the PT estimators. More importantly, the biases of the RR MSE estimators are mostly negative, often exceeding those of the Kalman filter. This phenomenon makes RR-bootstraps hardly applicable in practice.

In order to see if the STS model-based approach still offers more precise predictors than the design-based variance estimates even after correcting for the hyperparameter uncertainty in the original series ($T = 114$), percentage reductions in the standard errors of the GREG estimates are presented in Table 5.8. These reductions result from applying the DLFS model to the GREG estimates without correcting for hyperparameter uncertainty (KF in Table 5.8 stands for the Kalman filter), as well as after the uncertainty has been taken into account by use of the five MSE estimation methods. Note that the RGB and seasonal hyperparameter estimates obtained from the original DLFS data set are quite small. Therefore, there are no noticeable differences between the signal point-estimates of the four models. However, these hyperparameter estimates are not small enough to cause the problems mentioned before with regard to the AA-approach, so the results for this approximation method are reported in Table 5.8 as well.

With a 18 percent reduction in the GREG SEs, it may first seem that the AA-method accounts for the parameter uncertainty best out of all other methods, as it exhibits the smallest reduction in the GREG standard error estimates. However, keeping in mind that the AA may on average have some severe positive biases (compare 18 to 20 percent reduction based on the true MSEs), especially in the case of small hyperparameters, one should feel more confident with the use of the PT1 parametric approach that offers about a 20 percent reduction in the estimated GREG.
standard errors. This means that the model-based approach even after accounting for the hyperparameter uncertainty offers a significant variance reduction compared to the traditional design-based approach.

Table 5.8 Reductions in the GREG SE estimates of the original DLFS series, averaged over time (d=30), and the percentage increase in the KF-based SEs after applying the MSE correction (in parentheses).

<table>
<thead>
<tr>
<th>Model</th>
<th>KF</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>-20.0 (5.56)</td>
<td>-20.1 (5.5)</td>
<td>-20.6 (5.4)</td>
<td>-20.7 (5.3)</td>
</tr>
<tr>
<td>PT1</td>
<td>-18.8 (6.9)</td>
<td>-19.0 (6.7)</td>
<td>-19.1 (7.1)</td>
<td>-19.5 (6.6)</td>
</tr>
<tr>
<td>PT2</td>
<td>-21.1 (4.6)</td>
<td>-21.1 (4.6)</td>
<td>-21.2 (4.4)</td>
<td>-21.2 (4.4)</td>
</tr>
<tr>
<td>RR1</td>
<td>-22.9 (1.6)</td>
<td>-21.2 (3.8)</td>
<td>-22.2 (3.1)</td>
<td>-22.5 (2.6)</td>
</tr>
<tr>
<td>RR2</td>
<td>-26.5 (-3.2)</td>
<td>-26.6 (-3.4)</td>
<td>-26.5 (-2.7)</td>
<td>-26.5 (-2.7)</td>
</tr>
</tbody>
</table>

6 Concluding remarks

Flawless model-based estimation is not restricted to model construction and model diagnostics. This work stresses the importance of two additional stages: model simulation and alleviating a negative bias in MSE estimates.

The simulation presented in this paper illustrates that attempting to estimate redundant hyperparameters may render the other hyperparameters unreliable, as reflected by heavy distortions in the normality of the distribution of the ML estimator. For the DLFS model, the simulation shows that it may be worth considering a more restricted version of the model, where the variance of the RGB and population noise are set equal to zero.

Neglected hyperparameter uncertainty in STS model-based MSEs becomes a problem when series are of a relatively short length. This causes the MSE estimates of domain predictors to be negatively biased, which may be a serious issue when it comes to such important economic indicators as unemployment. The literature on STS models applied in the context of SAE is still rather limited, with most applications ignoring the hyperparameter uncertainty when computing the MSEs of small area predictors. Within multilevel models, that are a standard tool in SAE, it is common practice to account for the hyperparameter uncertainty. Whether the MSE bias is substantial depends on the model structure in combination with the time series length and can be checked through a simulation for a particular application.

The literature offers several procedures to correct for the negative bias in the MSE estimates produced by STS models. The present work is aimed at establishing the best estimation approach to the true MSE of a small area estimation approach applied to the DLFS for official production of estimated numbers of the unemployed in the Netherlands. The simulation study reveals that the asymptotic approximation is not applicable to cases where hyperparameter estimates are close to zero due to failures when inverting the information matrix of the hyperparameter estimates. The simulation results suggest that the non-parametric bootstraps, being less dependent on normality assumptions about the error distribution, perform better than their parametric counterparts under both Pfeffermann and Tiller (2005) and Rodriguez and Ruiz (2012) methods, except when the time series is too short \( T = 48 \) in this paper. A more important finding, however, is that the Pfeffermann and Tiller (2005) bootstrap approaches with their positive biases consistently outperform the respective approaches of Rodriguez and Ruiz (2012), where the biases are generally negative and larger (in absolute terms) than those produced by the
Kalman filter. This is contrary to the claim of Rodriguez and Ruiz (2012) about the superiority of their method for short time series. Apparently, their findings are purely heuristic and are based on a simple model (random walk plus noise), while Pfeffermann and Tiller (2005) prove that their bootstrap approach produces MSE estimates with a bias of correct order. The variance and MSE of the bootstrap MSE estimators has also been studied in this paper. The results show that the PT MSE estimators feature larger variances; their MSEs, however, only slightly exceed the MSEs of the RR MSE estimators (MSEs of the RR-based MSE are 28 to 8 percent lower than the PT-based MSEs, depending on the model and time series length). More importantly, the tendency of the RR MSE estimators to have negative biases, sometimes exceeding those of the Kalman filter, renders these bootstrap methods inapplicable. Hence, the PT-methods should be generally considered for other survey data too, despite the fact that these methods may occasionally be outperformed by the RR-methods.

For very short time series (of 48 months) that may occur in practice when an NSI switches to the STS-based approach, the relative bias of the signal MSE produced by the Kalman filter is around 7 percent. Non-parametric bootstraps do not seem to be an option for this short length for a model of the presented complexity, with non-stationary state variables present, due to a quite extensive burn-in period necessary for generation of bootstrap series. The PT parametric bootstrap, however, corrects the negatively biased MSE up to a small positive bias (1.4 to 4.4 percent, depending on the model). For the present series length of 114 months, the negative MSE bias can be reduced from about -2.4 to 1.9 percent with the non-parametric method of Pfeffermann and Tiller (2005) in the model with the RGB hyperparameter set to zero. Even with this slight positive bias, the standard errors of the GREG estimates are reduced by about 22 percent. In general, the biases in the Kalman filter MSE estimates are relatively small in the DLFS application, therefore it may be deemed sufficient to rely on these naive MSE estimates for publication purposes.
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Appendices

A State Space Form of the DLFS Model

The state space representation of the DLFS model consists of the transition equation (2.4) and the measurement equation (2.5), with the state vector defined in (2.6). The design matrix $Z_t$ in the measurement equation is a composite of four matrices:

$$Z_t = \begin{bmatrix} Z_t^1 & Z_t^1 & Z_t^1 & O_{5 \times 4} \end{bmatrix},$$

where $O_{5 \times 4}$ denotes a matrix of a dimension specified in the subscript, with each element equal to zero,
\( Z^t = [1_5 \otimes (1 0 1 0 1 0 1 0 1 0 1 0 1 1)] \) selects the level \( L_t \), six seasonal harmonics \( \gamma_{t,1}, \ldots, \gamma_{t,6} \) and the population parameter white noise \( \varepsilon_t \) for each of the five waves, \( Z^t = [0_4 \otimes I_4] \) selects the four RGB components for the corresponding waves, and \( Z^t = \text{Diag}(z_{t,-3}^2 z_{t,-6}^2 z_{t,-9}^2 z_{t,-12}^2) \) multiplies the five survey error components \( \hat{\varepsilon}_{t,-i} \) with the design-based standard errors. Vectors \( 1_5 \) and \( 0_4 \) denote a vertical vector of ones and a horizontal vector of zeros, respectively, of a dimension specified in the subscript.

The design matrix \( T \) of the transition equation is defined as:
\[
T = \text{Blockdiag}(T^L T^Y 0 T^d T^e),
\]
where \( T^L = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \), \( T^Y = \text{Blockdiag}(C_1 \ldots C_5 - 1) \),
\[
C_l = \begin{pmatrix} \cos(\frac{l\pi}{6}) & \sin(\frac{l\pi}{6}) \\ -\sin(\frac{l\pi}{6}) & \cos(\frac{l\pi}{6}) \end{pmatrix}, \quad l = \{1, \ldots, 5\},
\]
\[
T^d = I_4,
\]
\[
T^e = \begin{pmatrix} 0_4 & 0 & 0' & 0' \\ 0_4 & 0_4 & \rho I_4 & 0_4 \otimes I_4 \\ 0_4 & 0_4 & 0_4 & 0_4 \otimes I_4 \\ I_4 & 0_4 & 0_4 & 0_4 \otimes I_4 \end{pmatrix}.
\]

Vector \( \eta_t \) contains stochastic terms of the state vector \( \alpha_t : \eta_t = (0, \eta_{R,1}, \omega_{t,1}, \omega_{t,2}, \omega_{t,3}, \ldots, \omega_{t,5}, \omega_{t,6}, \varepsilon_t, \gamma_{t,-3}, \gamma_{t,-6}, \gamma_{t,-9}, \gamma_{t,-12}, v_{t-1}, v_{t-6}, v_{t-9}, v_{t-12}, 0, \ldots, 0, 0, 0, 0, 0, 0)' \).

The covariance matrix of the state stochastic terms is diagonal:
\[
\Omega = \text{Blockdiag}(0, \sigma_{\varepsilon_R}^2 \otimes [\sigma_{\omega}^2 1_1]) \sigma_{\gamma}^2 \Omega^d \Omega^e),
\]
\[
\Omega^d = \sigma_{\gamma}^2 I_4,
\]
\[
\Omega^e = \text{Diag}(\sigma_{v_{t-1}}^2, \sigma_{v_{t-6}}^2, \sigma_{v_{t-9}}^2, \sigma_{v_{t-12}}^2, 0_6).
\]

In the case of the LFS, all the hyperparameters estimated with the ML-method are contained in the \( \Omega \)-matrix, whereas the hyperparameter \( \rho \) in the transition matrix \( T \).

## B Variance Function for Simulation

This appendix contains details on how the variance function in (4.1) is derived from the well-known expression for the variance of the estimated population total of a binary response variable: \( \text{Var}(\hat{Y}_t) = N_t^2 \left( 1 - n_t/N_t \right) p_t(1 - p_t)/(n_t - 1) \), where \( N_t \) is the population size in period \( t \), \( n_t \) is the sample size, and \( p_t \) is the sample estimate of the unemployment rate \( Y_t/N_t \).

First take logs on both sides of this expression:
\[
\ln(\text{Var}(\hat{Y}_t)) = 2\ln N_t + \ln (N_t - n_t/N_t) - \ln(n_t - 1) + \ln p_t + \ln(1 - p_t). \tag{B.1}
\]

Taking \( \ln(n_t - 1) \approx \ln n_t \) and assuming that unemployment \( p_t \) does not reach high values, which allows us to neglect the term \( \ln(1 - p_t) \), results in the following:
\[
\ln(\text{Var}(\hat{Y}_t)) = 2\ln N_t - \ln N_t + \ln(N_t - n_t) - \ln n_t + \ln p_t,
\]
\[
= \ln N_t - \ln n_t + \ln(N_t - n_t) + \ln(Y_t/N_t). \tag{B.2}
\]
Take $\ln(N_t - n_t) \approx \ln N_t$, then:

$$
\ln(\text{Var}(Y_t)) = \ln(N_t/n_t) + \ln N_t + \ln Y_t - \ln N_t;
$$

$$
= -\ln(n_t/N_t) + \ln Y_t. \tag{B.3}
$$

The dependence of the design-based variance estimator on the numbers of unemployed, $Y_t$, and on $n_t/N_t$ can be reflected in the following variance function:

$$
\ln(\text{Var}(Y_t)) \approx \alpha \ln (n_t/N_t) + \beta \ln(Y_t). \tag{B.4}
$$

In this simulation, signals $l_{t-1} = \gamma_t + \lambda l_{t-j}$ act as a proxy for $Y_{t-j}$. The term $\ln (n_t/N_t)$ is assumed to be constant over time and is represented by intercept $c$ in the expression for the first wave (see the first equation of (4.1)). As can be seen from the second equation in (4.1), the design-based variances in waves 2 through 5 depend on the design-based variances of the preceding waves (i.e. of waves 1 through 4) observed three months ago, since both are based on nearly the same group of people and sample size. The sample size decreases by approximately 10 percent in each subsequent wave due to panel attrition.
C Simulated Density Functions of the
Hyperparameters under the Four
Versions of the DLFS Model

This appendix presents the hyperparameter density functions obtained from simulations where
the four versions of the DLFS model (see Table 5.1) act as the data generating process. The x-axes
depict variance hyperparameters on a log-scale, while the y-axes stand for frequencies. The
x-axis may be extended due to outliers.

Figure C.1 Hyperparameter distribution under the complete DLFS model (Model 1),
left to right on the x-axes:
\( \ln(\hat{\sigma}^2_{\tilde{\delta}_1}), \ln(\hat{\sigma}^2_{\tilde{\delta}_2}), \ln(\hat{\sigma}^2_{\tilde{\delta}_5}), \ln(\hat{\sigma}^2_{\tilde{\delta}_7}), \ln(\hat{\sigma}^2_{\tilde{\delta}_9}), \ln(\hat{\sigma}^2_{\tilde{\delta}_{11}}) \); the normal density
with the same mean and variance superimposed; 50000 simulations, T=114.
Figure C.2  Hyperparameter distribution under Model 2, left to right on the x-axes: ln(\(\hat{\sigma}_k\)), ln(\(\hat{\sigma}_{k-1}\)), ln(\(\hat{\sigma}_{k-2}\)), ln(\(\hat{\sigma}_{k-T}\)), ln(\(\hat{\sigma}_{k-\infty}\)); the normal density with the same mean and variance superimposed; 50000 simulations, T=114.
Figure C.3  Hyperparameter distribution under Model 3, left to right on the x-axes: $\ln(\hat{\sigma}_R^2), \ln(\hat{\sigma}_T^2), \ln(\hat{\sigma}_{\psi_3}^2), \ln(\hat{\sigma}_{\psi_{t-\psi}}^2), \ln(\hat{\sigma}_{\psi_{t-\psi+1}^2}, \ln(\hat{\sigma}_{\psi_{t-\psi+2}^2})$; the normal density with the same mean and variance superimposed; 50000 simulations, $T=114$. 
Figure C.4 Hyperparameter distribution under Model 4, left to right on the x-axes: $\ln(\hat{\sigma}_{\delta k}^2), \ln(\delta_{\delta k}^2), \ln(\delta_{\delta k-1}^2), \ln(\delta_{\delta k-6}^2), \ln(\delta_{\delta k-12}^2)$. The normal density with the same mean and variance superimposed; 50000 simulations, T=114.
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